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Abstract: The first MicroRNAs was discovered 27 years ago in the nematode C.elegans genomes. 

MicroRNAs (miRNAs) sequences are small and are expressed in various genomes to affect the translation 

or the stability of target mRNAs. These short RNA sequences are involved in targeting post-

transcriptional gene regulation. The mature miRNAs are derived from longer sequence precursors (pre-

miRNAs). Previous works have shown that pre-miRNAs can be classified by their species of origin using 

bioinformatics techniques combined with machine learning tools. In this study, we focus on the 

classification of Precursor microRNAs sequences, from 16 different species ranging from animals, plants, 

and viruses, based on the combination of the features extracted from images corresponding to DNA 

sequences and machine learning algorithms. As a result, our classification shows that the system based 

on features correspond to energy images of pre-miRNAs signals using the PNUC coding technique 

corresponding to the DNA sequence is very efficient in terms of miRNAs inter-genomics recognition 
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1. Introduction 
 

Protein sequences are tightly regulated on different levels since their dysregulation may frequently lead 

to disease. One of these regulatory levels is post-transcriptional adjustment governed by microRNAs [1-3] 

that directly modulates protein abundance. Regulation can also be done at protein stability or the gene 

level. Mature microRNAs sequences (miRNAs) interact with messenger RNAs (mRNAs) via 

hybridization. This interaction mechanism leads to modulation of the translation rate [4-5]. A stretch of 

approximately 22 nucleotides incorporated in the RNA-Induced Silencing Complex (RISC) function as 

translation repressor or induces mRNAs degradation 
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This post-transcriptional regulation type has been described for many genomes ranging from viruses [2] 

to plants [6-7].   MicroRNAs sequences are not functional by themselves, but when co-expressed with 

their targets they will be involved in modulating the protein abundance. miRNAs are a non-coding RNA 

(ncRNA), this RNA will not be translated into protein, but participate in various cellular and 

physiological processes by miRNAs constitute an abundant class of small, and evolutionarily conserved 

ncRNA molecules. Therefore, many approaches have been developed to detect miRNAs and their target 

mRNAs and genes [8-11]. Recent studies are based on machine learning. Then, computational prediction 

of pre-miRNAs has become important and most algorithms employ machine learning [12-13]. Machine 

learning models have been established for many species; metazoan [14] and plants [6]. These algorithms 

depend on the parameterization of the folded pre-miRNAs three-dimensional structure [5]. As an 

example, the K-mers are short nucleotide sequences and Hamming distance features that have been used 

early on for the machine learning-based ab initio detection of pre-miRNAs [15-17]. Here, we have 

established a feature, a vector with a size equal to 64, based on scalogram miRNA-image. In our previous 

work, the time-frequency features were extracted by applying the Wavelet Transform (CWT) to the 

helitrons' signals [18-22].  

 

2. Proposed methods 

 

In this paper, we focus on the classification of miRNAs sequences in various genomes based on the 

scalogram images extracted from the wavelet transform applied PNUC coding technique. Our 

methodology (as described in the flowchart below) consists of five steps: 

1. Generating a PNUC signal to represent each C. elegans chromosome (2 is the scale of the FCGS 

representation). 

2. Replace the U nucleotide with T nucleotide 

3. Generating scalograms images after applying the wavelet analysis to the PNUC signals 

4. Calculate the energy value following this formula: 

  𝐸(𝑠) = ∑ |𝑊(𝑠,𝑢)[𝑥(𝑡)]|
2𝐿

𝑢=1
           (1) 

5. Splitting the data into two sets: 70% for training and 30% for testing 

6. Extracting statistical features for each data set 

7. Applying the Random Forest classification technique 

The flowchart describing our methodology is presented in Figure 1. 

 

 
Fig 1: RF- miRNAs recognizer Flowchart  
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2.1  miRNA database 

 

First of all, we start by extracting the miRNAs data for all species available from the miRTarbase (Release 

6.0: Sept.20, 2019), which included 16 spicies; the species Hominidae, Brassicaceae, Hexapoda, 

Monocotyledons (Liliopsida), Nematoda, Fabaceae, Pisces (Chondricthyes), Virus, Aves, Laurasiatheria, 

Rodentia, Homo sapiens, Cercopithecidae, Embryophyta, Malvaceae, and Platyhelminthes. The following 

figure presents the repartition numbers of the precursors miRNAs sequences of each genome available in 

the miRBase. 

 

 
Fig 2:  pre-miRNAs list in different species used in the study 

 

2.2  miRNA numerical representation 

 
This step corresponds to the establishment of the helitron's signal database by associating a PNUC [23-24] 

signal to each miRNA sequence after changing the 'U' by 'T' nucleotide. The PNUC technique is coding 

based on the local bending and flexibility properties of the double helix. It is based on the scratches 

curvatures measurement related to 3 nucleotides during nucleosome positioning. The corresponding 

experimental values are given in Table 1.   

 

𝑆𝑝𝑛𝑢𝑐 = ∑ 𝑃𝑛𝑢𝑐3𝑛𝑢𝑐𝑙𝑒𝑜𝑡𝑑𝑒 𝑖   (𝑖)                             (1) 

 

Here, I represent the number of apparitions of the 3 nucleotides in the whole sequence. Here, a new 

miRNAs database signals are established. 
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Codon   PNUC Codon PNUC 

AAA/ TTT 0 CAG/ CTG 4.2 

AAC/ GTT 3.7 CCA/TGG 5.4 
AAG/ CTT 5.2 CCC/ TGC 6 

AAT/ ATT 0.7 CCG/ CGG 4.7 

ACA/ TGT 5.2 CGA/ TCG 8.3 

ACC/ GGT 5.4 CGC/ GCG 7.5 

ACG/ CGT 5.4 CTA/ TAG 2.2 

ACT/ AGT 5.8 CTC/GAG 5.4 

AGA/ TCT 3.3 GAA/ TTC 3 

AGC/ GCT 7.5 GAC/CTG 5.4 

AGG/ CCT 5.4 GCA/ GGG 6 

ATA/ TAT 2.8 GCC/ GGC 10 

ATC/ GAT 5.3 GGA/ TCC 3.8 

ATG/ CAT 6.7 GTA/ TAC 3.7 

CAA/ TTG 3.3 TTA/ TAA 2 

CAC/ GTG 6.5 TCA/TGA 54 

Table1: The experimental values associated with each codon (3 successive bases) for the PNUC coding 

technique 
 

As an example, we represent the signal of miRNA sequences: Seq1 with length equal to 112 bp located 

in the Homsapiens genome and Seq2 length equal to 166 bp located in Brassicaceae genome. 

• Seq1=‘GGGCAGCCAGTGAATAGTTAGCTGGTGCAAAAGTAATTGCGGTCTTTGGTATTA

CTTTCAGTGGCAAAAACTGCATTACTTTTGCACCAGCCTACTAGAACGCTGAGTTCAG  

• Seq2=‘ATGACAGAGCTACAAGAAGAAAGTCAAATGTCTTCATGAGTTCCCTTTAACGCT

TCATTGTTAATATTCAAACTACATTTATTTCCATAAATGTTTGATCGATTTGTATATAAC

ACTGAAGTGTTTGGGGGGACTTTTGGTGTCATTCTGGCGTAGTTACGATTAT’ 

Figure 3 shows miRNA sequences and their correspondent signals using the PNUC coding technique. 

 

 
Fig 3: Illustration of PNUC signals of two different pre-miRNAs sequences from Homsapiens and 

Brassicaceae genomes 
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2.3 Features Extraction Steps 

 

In this work, we use the features extracted from the wavelet coefficients' matrix (wavelet energy) to 

classify miRNAs. These matrices are obtained by applying the continuous wavelet transform to the 

PNUC signals with the Complex Morlet Wavelet is taken as an analysis window. The Complex Morlet 

Wavelet (CWT) decomposes a given signal into a sum of windows called wavelets. These windows are 

obtained by expanding and translating a mother wavelet function ψ(t) [25-27].  

The daughter wavelets are obtained by: 


𝑠,𝑢

(𝑡) =
1

√𝑠
∗ (

𝑡−𝑢

𝑠
) , s >  𝑢ℝ             (2) 

Here, * represents the complex conjugate. The complex Morlet wavelet represents a Gaussian-windowed 

complex sinusoid that is generated by:   


𝑐𝑚𝑜𝑟

(𝑡) = П−
1

4 (𝑒𝑖ɷ0𝑡 − 𝑒𝑖ɷ0
2

) 𝑒−
𝑡2

2 ,           (3) 

Here, ɷ0 represents oscillation's number.   The CWT of a miRNA-signal x(t) is obtained by the given 

expression: 

𝑊(𝑠,𝑢)[𝑥(𝑡)] =
1

√𝑠
∫ 𝑥(𝑡)

+∞

−∞
𝜓∗ (

𝑡−𝑢

𝑠
) 𝑑𝑡.          (4) 

The result is a matrix that contains the wavelet coefficients. By considering the magnitude of these 

coefficients, we generate a 2-D representation in the time-scale or the time-frequency plan: the scalogram. 

Therefore, we prepare the energy vectors as our features database correspond to miRNAs genomic 

sequences and to be passed to the RF-classifier. 

 

 

 
Fig 4: example of miRNAs signatures (scalograms) and their corresponding features vector plots of 

two different species (Homsapiens and Brassicaceae) used in the study 
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2.4 Data categorization  

In which data is randomly splitted into two sub-databases mutually exclusive: training set (70%) and 

testing set (30%). The models are trained and tested using 100 fold Monte Carlo cross-validation [28]. Here 

we have a total of 14195 vectors as input dataset; among them, 9464 vectors are used as a training set and 

the remaining 4731 vectors are used for the testing set.  

 

2.5  Classification steps 

 

In this work, we focus on precursor miRNAs sequences classification from various species. For the 

classification, we choose the Random Forest (RF) technique. The RF is a supervised machine learning 

technique, which makes use of a technique called feature bootstrap or bagging. Considering the problem of 

the time running, we build here 100 trees.  In this work, we use the RF under the data analytics platform 

KNIME (version 3.1.2) [29]. The input samples in the RF classification are the energy vectors. For 

evaluation, we have then calculated the values of precision, sensitivity, specificity, F-measure, Cohen's 

kappa, Matthew's correlation coefficient and accuracy area under the curve (AUC) (with TP: true positive, 

FP: false positive, TN: true negative, and FN referring to false-negative classifications). 

 

Sensitivity = TP / (TP + FN)  

Specificity = TN / (TN + FP)  

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

 

3. Experiments and Results 

 
MicroRNA precursor identification is an important task in bioinformatics. In this study, to predict 

these sequences the signal processing tools have been used. Based on the training data (energy wavelet 

vectors), the goal of our work is to predict the target values of the test data given only its attributes. To 

classify the miRNAs sequences, firstly, we extract the biological information (type, location. Then, we 

apply the PNUC coding to miRNAs sequence after changing the U letter by T letter. Afterward, we 

prepare the features from the wavelet images which will be considered as entries to the classifier. Finally, 

we use RF algorithm to predict the miRNAs. For each pair of species/miRNAs, we trained a classifier 

using 100-fold MCCV. 

First, we evaluated the known k-mer features and how accurately they can categorize the given data 

into the tested species and clades (Table 2). The average performance of 100-fold MCCV was recorded for 

all pairs of miRNAs, with one of the miRNAs used as the positive class and the other miRNAs as the 

negative one. For example, Embryophyta vs. Aves leads to an average accuracy of 92% using 100-fold 

MCCV. The average performance of 100-fold MCCV was recorded for all pairs of clades, with one of the 

clades used as the positive class and the other as the negative one. 

In addition, we can draw phylogenetic trees of miRNAs in 16 genomes using these classification 

results (Table2). This presented figure (Fig.5) was developed using the Past PAleontological Statistics 

program version 3.23 (free software for scientific data analysis) [30].  
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Viruses 0,10 0,85 0,83 0,92 0,90 0,92 0,73 0,68 0,72 0,65 0,69 0,90 0,64 0,61 0,60 0,65 

Monocotyledons 0,85 0,10 0,62 0,63 0,65 0,71 0,79 0,79 0,75 0,81 0,78 0,74 0,77 0,81 0,84 0,80 

Fabaceae 0,83 0,62 0,10 0,73 0,59 0,64 0,72 0,77 0,69 0,77 0,76 0,79 0,76 0,79 0,82 0,75 

Embryophyta 0,92 0,63 0,73 0,10 0,71 0,76 0,89 0,88 0,83 0,90 0,86 0,68 0,85 0,89 0,90 0,89 

Brassicaceae 0,90 0,65 0,60 0,71 0,10 0,62 0,81 0,86 0,79 0,86 0,87 0,81 0,85 0,86 0,89 0,86 

Malvaceae 0,92 0,70 0,64 0,76 0,62 0,10 0,82 0,87 0,80 0,87 0,88 0,82 0,87 0,87 0,90 0,88 

Platyhelminthes 0,73 0,79 0,72 0,89 0,81 0,81 0,10 0,69 0,56 0,71 0,73 0,87 0,74 0,72 0,73 0,70 

Nematoda 0,69 0,79 0,77 0,88 0,86 0,86 0,69 0,10 0,66 0,64 0,70 0,86 0,67 0,69 0,70 0,66 
Hexapoda 0,71 0,75 0,69 0,83 0,78 0,80 0,56 0,67 0,10 0,68 0,69 0,82 0,72 0,72 0,73 0,67 

Pisces 0,66 0,82 0,77 0,89 0,87 0,87 0,70 0,64 0,69 0,10 0,64 0,85 0,62 0,63 0,65 0,58 

Aves 0,67 0,78 0,76 0,86 0,86 0,88 0,72 0,70 0,69 0,63 0,10 0,81 0,62 0,64 0,67 0,57 

Laurasiatheria 0,90 0,74 0,79 0,68 0,80 0,82 0,87 0,85 0,83 0,85 0,81 0,10 0,81 0,85 0,88 0,85 

Rodentia 0,64 0,78 0,76 0,85 0,85 0,87 0,74 0,68 0,72 0,62 0,62 0,82 0,10 0,57 0,60 0,59 

Hominidae 0,61 0,81 0,79 0,88 0,86 0,88 0,72 0,69 0,72 0,63 0,65 0,86 0,57 0,10 0,14 0,59 

Homo sapiens 0,60 0,84 0,82 0,90 0,89 0,89 0,72 0,70 0,73 0,65 0,67 0,88 0,59 0,14 0,10 0,62 

Cercopithecidae 0,65 0,79 0,75 0,89 0,86 0,88 0,70 0,67 0,67 0,58 0,57 0,85 0,59 0,61 0,61 0,10 

Table2: The experimental values associated with each codon (3 successive bases) for the PNUC coding 

technique 

 

The phylogenetic trees figure (Fig.5) confirms the similarities between some r of species/ miRNAs. 

The results presented in Table 2 for energy-wavelet features confirm the previous observation [31] that 

were use the k-mer as features. Table 3 presents the average performance (Recall, Precision, specificity, 

sensitivity, F-measure, MCC, an under the curve, and Cohen's kappa) of all miRNAs species (16 species) 

using the RF classification model and the energy-wavelet features extracted from the scalogram images.  

 

 

Recall Precision Sensitivity Specifity 

0,8957 0,9116 0,89571429 0,9116 

F-measure Cohen's kappa MCC 
Area Under 
Curve 

0,9027 0,8073 0,8089 0,9643 

Table3: Evaluation measures of the RF classification model using the features extracted from the 

Wavelet Transform.  
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Fig 5: Phylogenetic tree among organisms and clades used in this study 

 

4. Conclusion  

 

Many studies have been conducted in the aim to understand biological phenomena. Different 

bioinformatics algorithms have been employed to attend this goal. MicroRNAs are involved in post-

transcriptional gene regulation. They have been described for many species covering most of the tree of 

life. MicroRNA evolution is subject to investigations [32]. Nevertheless, this work has addressed miRNAs 

analysis in the framework of signal processing. A major difficulty in identifying and classifying miRNAs 

comes from the unspecified length and the unbalanced appearance number of each genome. The purpose 

of this paper was to characterize and classify miRNAs from different species based on the combination of 

signal processing tools and machine learning approaches. In this study, the novelty consisted of classifying 

different microRNAs clades based on features extracted from images, scalograms, (energy-wavelet) 

resulting from a PNUC coding technique (numerical sequences). Thereafter, a feature vector was extracted 

from the wavelet coefficient matrix. In this sense, RF was selected as a classifier technique. The model has 

been trained and tested using a 100-fold Monte Carlo cross-validation, where the dataset was split into 

70% training and 30% testing. 
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