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1. Introduction 

All Dealing with the collecting of data was the most difficult obstacle to overcome before the 

development of IoT. On the other hand, in the modern era, this issue has been reframed as the question 

of how to filter, examine, and extract useful information from an overwhelming quantity of data. 

According to research conducted by IDC, the volume of data will more than double in approximately 

one and a half years, and it will reach 35.2 ZB by the year 2020 [1, 2]. Because of the explosive growth 

of the internet and the online world in this digital era, a large amount of information and data is 
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Abstract 

Data management across servers has grown problematic because of technological 

advancements in data processing and storage capacities. Data that is neither organized nor 

labelled adds an additional layer of difficulty to the storing and retrieving processes. This 

data, which is not tagged, requires analytic techniques that are more powerful and time 

efficient. Clustering has long been regarded as one of the most effective methods for 

managing large amounts of data; nonetheless, larger volumes can lead to unexpectedly poor 

accuracy when using conventional clustering methodologies. In this study, we suggest the 

use of a novel framework for the clustering of large amounts of data. The preprocessing 

stage is one of the most important parts in the data cleansing process; hence, a global stop-

word list is used to filter the contents of the files before sending them on to the cluster 

distribution stage. A meta-heuristic focused Genetic Algorithm (GA) is utilized to eradicate 

the redundant information present in the datasets. In addition to the generalized attributable 

fitness function, an attribute-based innovative fitness function (f) is being developed. To 

determine how well proposed method performs, it is compared to a variety of alternative 

clustering approaches. When comparing the distributions of clusters for the purpose of 

evaluation, the Standard Error (SE), root mean squared error (RMSE), and corrected R 

squared error are all computed. 
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generated every day from a diverse range of sources. This contributes to the ever-increasing amount 

of information and data that is available. A sizeable portion of the world's population leaves digital 

footprints and stores data on IoT platforms. This information may have originated from several 

sources, including social networks, the expansion of internet, mobile technology, the internet of things 

(IoT), sensors, geospatial analysis, and marketing, to name a few [3]. A mountain of data has 

accumulated because of digitization and the use of IoT storage, and it has to be managed. This data 

deluge has the potential to be tremendously helpful for researchers and scientists as a new pillar of 

scientific inquiry; nevertheless, at the same time, it has the potential to be troublesome as well. The 

standard analytic method does not allow for the extraction of patterns, information that is concealed 

from view, or insights from the massive amount of data. The analysis of data stored in the IoT has a 

significant influence on the workings of businesses and organizations, as well as on the study of 

machine-related fields (such as medicine and biotechnology) [5]. Data stored in the IoT requires 

storage on the IoT, but the sheer volume of data makes the process of analysis and retrieval extremely 

challenging and time consuming. Creating clusters inside IoT data might help alleviate some of the 

issues that are associated with using IoT storage. These clusters have been condensed into a more 

manageable format while still maintaining the ability to store essential information regarding the 

whole version of the data [4]. This research makes the following primary contribution: 

• The primary purpose of this study is to provide information to academics regarding the 

classification of clustering algorithms as well as the search for the most effective partition-based 

method to use with textual data stored in the IoT. 

• Proposed method applies a novel fitness function in another approach, namely for selection and 

rejection of rows utilising many ones. 

• Experiments are carried out on a wide variety of IoT datasets, and the results are used to make 

the selection.  

• The datasets that contain text for analysis are the ones that are chosen for analysis purposes. 

proposed method has strong performance across all three datasets, including Twitter, Eron email, 

and BBC.  

• This model has the potential to be improved in the not-too-distant future by employing a variety 

of swarm metaheuristics and various types of datasets, such as numerical or mixed types. 

This work also discusses how to handle textual datasets utilizing partition-based clustering algorithms, 

and it does so in some detail. When it comes to dealing with the characteristics and challenges posed 

by the data stored in the IoT, volume is the most important one to keep in mind here. It is important 

that the requirements for processing speed have a velocity that is equivalent to the pace at which data 

is flowing. Variety encompasses not only text and images but also videos and other forms of data that 

are currently accessible. When choosing a clustering method, these three fundamental features are 

necessary to take into mind. Data clustering presents several issues, including the following: the 

number of clusters; how to assess the similarity between clusters; the absence of class labels; how to 

calculate distance in an effective manner; and how to manage various kinds of data during clustering 

[6]. The clustering of IoT data is a relatively new field. Clustering can lower the cost of computing 

work, increase the speed of the process, and make it scalable. 

While the process of clustering data stored in the IoT can be valuable in a variety of contexts, doing 

so presents its practitioners with several obstacles. Because of its properties, such as its velocity and 

volume, as well as the wide array of distinct obstacles that are encountered while clustering IoT data. 

In the context of IoT data, the following difficulties that can be encountered during the clustering 

process are mentioned below: 

• Scalability: In the previous research, it has been found that certain clustering algorithms perform 

better on small datasets than they do on huge datasets that have millions of rows. It is possible 

that biassed findings will be produced if clustering is conducted on the sample taken from vast 

datasets. As a result of this, there is a requirement for a clustering technique that is scalable [15]. 

• Computational Cost: The cost of compute, communication, and processing rises proportionally 

with the exponential growth of the amount of data stored in virtual environment. As a result, the 

most difficult obstacle is to produce a cluster of sufficient quality while also minimizing the 

amount of money spent on computation [7], [15]. 

• Speed: The velocity of the data stored in the IoT is another essential quality. Because of this, the 

data should be processed as soon as it is received. After that, the data might not be of any 

use;hence, the speed with which the data are clustered constitutes additional challenge [15], 
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• Different types of Attributes:  The other tough issue associated with IoT data is its variety. 

Therefore, clustering algorithms are not only capable of handling numerical data in an effective 

manner, but they are also able to handle other sorts of data, such as binary, category, and mixed 

forms of these data. 

• Ability to handle noisy data: The algorithms used to cluster data stored in the IoT are built in 

such a way that the quality of the clusters they produce is unaffected by outliers, erroneous data, 

unknown data, or data that is missing [7]. 

• High Dimensional Data: The large size data stored in the IoT is one of its most crucial 

characteristics. The data stored in the IoT consists of a variety of dimensions and properties, and 

certain clustering methods do particularly well with low-dimensional data. Therefore, locating 

clusters in high-dimensional space is a task that presents a significant challenge [15]. 

This research paper attempts to establish the most appropriate partitioned-based clustering technique 

for IoT data and validate whether the proposed model performs well. Keeping all these issues in mind, 

this research paper's objective is to develop a solution. Providing academics with new perspectives on 

partition-based clustering methods is the primary objective of this work. The experiment is being 

carried out to cluster data from the IoT and locate the most effective clustering technique suitable for 

the datasets.  

The outline of this research, Section 2 will comment on relevant work; section 3 will provide a brief 

explanation of the various types of clustering algorithms; section 4 will demonstrate the suggested 

model proposed method; and section 5 will implement the proposed model and validate the model 

utilizing various evaluation parameters. At long last, the conclusion as well as the next steps are 

discussed. 

2. Related Work 

Wherever Extensive research has been undertaken into the clustering of Internet of Things (IoT) data; 

nevertheless, because of its significance in categorization, it is still receiving the attention of 

academics. In [12] conduct an in-depth investigation on the necessity of clustering in the present 

dynamic environment, which has data with numerous high dimensions. In addition to that, it examines 

the phenomenon of clustering from two different points of view, namely the micro view and the macro 

view. In addition, she provided an in-depth discussion of the numerous clustering algorithms that are 

available. In [4] discussed the clustering algorithms in relation to IoT data. The researchers conducted 

a comparative analysis of different clustering algorithms, including partition-based, hierarchical-

based, model-based, grid-based, and density-based algorithms. They examined these algorithms from 

both theoretical and empirical perspectives and determined the most effective clustering algorithms 

for analyzing IoT data. In [8] described the clustering algorithms of IoT data in the context of single 

machines and multi-machines, issues linked to IoT data features, and examined the merits and 

disadvantages of various clustering strategies. The topic of IoT data clustering was studied [13] from 

the standpoint of churn analysis including clustering methodology known as the Semantic Driven 

Subtractive Clustering Method (SDSCM), that is executed using Hadoop, with the aim of addressing 

the issue of customer churn in the Chinese telecommunications industry by leveraging Internet of 

Things (IoT) data. In [14] a hybrid approach for clustering has been suggested, that integrates the Ant 

Colony Optimization and K-means clustering methods. This approach helps to cluster data more 

efficiently. This hybrid method is used to handle the problem of picture clustering by utilizing the 

pheromone parameter. Additionally, it reduces the reliance of k-means on the initial parameters, as 

confirmed by the computational results, that show the method has less impact by the initial value. 

Innovative approach for compressing point IoTs, based on clustering. The suggested method begins 

with an image-based segmentation of the 3D range data, which divides the collected information into 

ground and principal items [18]. A new model that is constructed using a genetic algorithm (GA). The 

solution that has been developed to deal with problems involving data integrity and privacy is called 

CryptoGA. To protect users' privacy and maintain the reliability of IoT storage, a cryptographic 

algorithm is combined with GA to generate encryption and decryption keys, which are then 

incorporated into the system. To evaluation and comparison, well-established and typical factors such 

as execution time, throughput, key size, and avalanche impact are considered [19].  The Gaussian 
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Mixture Model can recognize intricate patterns and organize them into integrated, homogenous 

elements that are accurate approximations of the structures that exist among the data set. This study, 

K-Means and the Gaussian Mixture Model are contrasted to determine the cluster accuracy of both 

techniques for the variability in resource utilization that occurs in IoT workloads [20]. The field of 

Internet of Things (IoT) data pertains to the identification and analysis of energy consumption (EC) 

through the utilization of diverse methodologies. [21]. A method of clustering known as IoT-Cluster 

that effectively describes the unpredictability and fuzziness that objects exhibit to store ambiguous 

data and to conceptualize clusters. To increase the data allocation range for better data splits, it 

integrates a randomness of ideas and eventually builds accurate concepts using a revised reverse IoT 

transformation technique [22]. The primary goal is accomplished utilizing consumer density in the 

form of clusters, and the secondary goal is accomplished with the aid of an exemplar-based method 

that identifies the facility location point. In this study, they suggested an infrastructure location model. 

To locate the facility, the density of the objects is used [23]. Hybrid algorithm that uses both traditional 

and modern techniques to solve the issue of facility assignment. The DBSCAN clustering approach is 

employed in the preliminary stage, then after clustering, the mixed integer linear programming 

technique is applied in each cluster to find the location that will earn the most profit while also being 

the best overall facility [24]. There has been the development of a hybrid technique for FLP. The 

strategy that has been provided not only ensures that the facility is accessible to the client in the 

shortest possible time but also that their profits will be increased to the greatest possible extent. The 

numerical analysis supports and corroborates this assertion. A user may determine that the clustering 

will be profitable for them with the assistance of the suggested method, and if the method is useful, 

the user is able to choose the optimum number of clusters that would result in the highest possible 

profit [25]. The generation of a dataset comprising these messages confers advantages in addressing 

a diverse range of complex issues within the domains of computing, language processing, data mining, 

and numerous other academic topics. Comprehending the tweets and categorizing them into 

manageable collections necessitates a substantial amount of subject modeling. Topic modeling 

approaches are being employed to cluster tweets or brief messages into groups due to the limitations 

of standard methods in effectively handling noisy, high volume, scale, and sparsity in short text. The 

proposed approach effectively tackles the issue of data limited data in the framework of brief texts. 

Approach employs a hierarchical clustering process that takes place throughout the course of two 

stages [26]. 

The results of the survey indicate that the rate at which data is generated in the digital world is 

increasing at a rate that is exponential. The currently accessible tools and methods are not suited to 

storing as well as processing significant quantities of data. The conventional methods are unable to 

mine the enormous dataset for useful information. If a business can make use of not only the data that 

is now available, but also the data that is stored in the IoT, then it has a significant competitive edge 

over other companies operating in its industry. By assigning labels to previously unlabeled data and 

shifting the paradigm used to handle IoT data, IoT data clustering can be an effective tool for 

improving decision-making and gaining new insights. 

3. Clustering Methods 

The algorithms for clustering have use in several domains such as customer segmentation, document 

clustering, medical imaging, anomaly detection, picture segmentation, social network analysis, and 

recommendation engines, among other applications. In this part, a framework for classifying things is 

discussed. This framework differentiates clustering methods from one another based on their qualities. 

Generally speaking, clustering algorithms can be broken down into the categories shown in figure 1 
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Figure 1: Taxonomy of clustering algorithms 

A dataset containing n objects or values is provided for the partition-based approach. Then, using the 

user's input, this method builds k partitions of the dataset. Each partition is a representation of a cluster, 

and the value of k should be less than n, or k should be smaller than n. The clusters that result from 

partition-based analysis do not overlap, and their forms are not convex [4]. All of the clusters need to 

ensure that the following requirements are met a) There can be only one cluster to which an object 

belongs, and b) every cluster must have at least one item in it. These algorithms make use of iterative 

relocation strategies to discover the clusters; within this methodology, the clusters are improved by 

shifting objects from one cluster to another [7].  

In hierarchical algorithms, Agglomerative and divisive clustering are the two approaches that are 

utilised to organise data. In agglomerative, each element defines its own cluster. Subsequently, 

components from different clusters are merged based on how similar they are to one another or how 

close they are to one another until a termination criterion is met or a single cluster is produced. The 

agglomerative clustering method is the opposite of the divisive clustering method. Divisive clustering 

begins with a single cluster, and at each iteration, the cluster is divided into smaller clusters based on 

the closeness. It comes to a halt either when a termination condition is satisfied or when each cluster 

has a single object. The shapes of the clusters are arbitrary and do not conform to any convexity [4]. 

This method has the drawback that if the merge or split (step) operation is performed during an 

iteration, then this step can never be undone [7]. This is a significant limitation of the method. 

Grid-Based algorithms are utilised to investigate a multi-resolution grid data structure. Using this 

approach, the data is partitioned into a grid-like structure that consists of a certain number of cells, as 

determined beforehand.  The shapes that things take are completely random [4]. Clusters are formed 

by the dense patches that are present on the grid pattern. The number of cells is kept lower than the 

amount of data points that are now available to achieve high levels of scalability and efficiency. This 

technique is lightning quick since it only needs to compile the dataset once to get the statistical values 

for the grid [11]. 

In density-based algorithms, the density of the object helps in the identification of clusters. Clusters 

can expand in any direction, depending on the density of the item [11], and the shapes of the clusters 

themselves are completely random [4, 12]. Density functions are what are utilised to build the clusters, 

and if the distribution of the data is known ahead of time, then it is not difficult to create the clusters. 

Grid-based techniques, which have this requirement on the number of cells to satisfy, are not the best 

choice for dealing with high-dimensional data [12]. 

Model-Based Algorithm employs a model for each cluster to locate the data objects that are the most 

suitable match for the model that is being used. The spatial distribution of the data points can be 

determined with the help of density functions, which then enables the identification of clusters in the 

data. Automatically determining the number of clusters can be accomplished by either statistical 

analysis or neural network (NN) procedures [7]. Statistical analysis and NN approaches are the two 

primary options. The morphologies of the clusters do not conform to the convex sphere [4]. Table I 

presents the results of a comparison of clustering techniques with respect to the properties of IoT data. 
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Table 1: Comparison of clustering algorithms concerning IoT data characteristics 
Category 

 

Name Volume Variety Velocity Advantages 

 

Disadvantages 

Datase

t Size 

Handle High 

Dimension 

Dataset 

Type 

Complexity 

Partitioning-

Based 

Clustering [7], 

[8]. [9] 

K-

Means 

Large No Numeric O(nkt) Simple to 

implement, Scales 

to large datasets 

Dependent on 

initial values of 

K, Sensitive to 

outliers and 

noise, Suitable 

for numerical 

data 

K-

Medoids 

Small Yes Categorica

l 

O(k(n-k)2 ) 

FCM Mediu

m 

No Numeric O(nct) 

Hierarchical-

Based 

Clustering[7], 

[9] 

BIRCH Large No Numeric O(n) It is used with any 

characteristic type 

Easy to understand 

Difficult to select 

split or merge 

points 

Does not work 

well with missing 

data, mixed data 

types 

CURE Large Yes Numeric O(n2log n) 

Chamele

on 

 

Large Yes All type of 

data 

O(n(log n 

+m)) 

Grid-Based 

Clustering 

[7],[11] 

CLIQU

E 

Large Yes Numeric O(Ck+mk) Fast Processing 

Self-Governing 

Parameters to be 

defined by the 

user e.g. number 

of cells in each 

direction. 

STING Large No Special 

Data 

O(k) 

OPTIGR

ID 

Large Yes Special 

Data 

b/w O(nd) & 

O(nd log n) 

Density-Based 

Clustering [7], 

[10] 

DENCL

UE 

Large Yes Numeric O(log|D|) Automatic 

calculation of 

clusters acc to 

density 

Resilient with 

Outliers 

Not suitable for 

high dimensional 

dataset. 

The threshold 

will determine the 

quality of clusters 

OPTICS Large No Numeric O(nlogn) 

DBSCA

N 

Large No Numeric O(n2) 

 

Model-Based 

Clustering 

[7],[11] 

COBWE

B 

Small No Numeric O(n2) No.\ of cluster is 

decided 

automatically 

Handling speed is 

fast 

It is adaptable to 

outliers and noisy 

data. 

Not suitable for 

high dimensional 

data 

Clusters are 

heavily 

dependent on the 

underlying model 

of data. 

EM Large Yes Special 

Data 

O(knp) 

SOMs Small Yes Multivaria

te Data 

O(n2m) 

Scooter 

Clustering 

[16] 

EARTH, 

SHAPE, 

ARCS 

and SRA 

Large Yes imbalance 

data 

O(n2) Fast processing 

Handle large 

imbalance dataset 

Difficult to 

manage the 

classification of 

data. 

Prototype-

based 

clustering [17] 

Graph 

Clusteri

n 

Large Yes 

 

Multivaria

te Data 

O(n) The quantity of 

clusters, denoted 

as K, exhibits an 

upward trend as 

the temperature, T, 

falls. The partition 

located on the 

rightmost side is 

associated with 

significantly low 

values of T and is 

commonly 

excluded. 

if the graph is not 

known than very 

difficult to 

filtering 

 

4. Proposed Model for IoT Data Clustering 

Proposed method is the framework that was built using an enhanced genetic algorithm and the K-

Means algorithm. Its purpose is to cluster the IoT data in the most effective way possible.  In order to 

best cluster the data stored in the IoT, a framework that makes use of an improved evolutionary 

algorithm and a K-Means algorithm has been devised, and it can be shown in figure 2. The proposed 

method framework calls for the transformation of text data into numerical data, followed by 

preprocessing for the purpose of dimensionality reduction so that an ideal cluster can be created 
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utilizing those results. The following is a description of the algorithm that underpins the suggested 

method: 

Algorithm: the algorithm of proposed method  

Step 1:  Upload the raw dataset  

Step 2: From the dataset remove all the stop word and convert the text data into numeric 

data using word to vector model. 

Step 3: For each row, apply an enhanced genetic algorithm using this new fitness function 

given below 

                           𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝑓) = 1      𝑖𝑓𝐹𝑠 > (
𝐹𝑡

1−𝑒
)                                               

                                          0        𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                             (1) 

0 and 1 is the value of the fitness function calculated according to  

Fs > (Ft/(1-e)) against each data object fed 

Here Fs is the current row attribute and Ft is the threshold and e is the error 

Step 4: If the row satisfies the above fitness function, then select the row otherwise reject 

the row. 

Step 5: Proceed to step 6 if the termination requirement is met.  

        else proceed to step 3. 

Step 6: Once the row selection process is complete, proceed to employ the K-Means 

clustering procedure to determine the centroids within the dataset. This may be 

achieved by utilizing the Euclidean distance formula, 

𝑑(𝑖, 𝑗) =  √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)𝑛
𝑘=1  2 

Step 7: Repeat step 6 until no point changes its cluster assignment or until the centroids no 

longer move. 

 

This proposed technique makes use of datasets that are, by their very nature, textual in composition. 

Because text data is not suitable for a partition-based clustering technique, this text data is translated 

into numeric form using a word to vector model. This allows the text data to be processed by the 

algorithm. After this, a natural computing-oriented Genetic Algorithm is implemented to select the 

best rows that are suited for clustering. This algorithm uses a proposed fitness function, which is 

written in equation 1. The genetic algorithm is fed each of the row's attributes one at a time, and then, 

considering the fitness function, the crossover structure, and the mutation rate, it returns a fit value, 

which can be either 0 or 1, depending on what the algorithm determines to be optimal for that attribute. 

The traits are considered acceptable if they have a value of one, while being unacceptable if they have 

a value of zero. It is preferable for there to be a maximum number of ones in the row that is being 

selected. To successfully pick the row, you need to have at least 51% of the cells set to 1. For instance, 

if there are ten components in one row and the fitness function returns six columns as 1 and four 

columns as 0, then the row is selected and vice versa. After a subset of the rows has been chosen, the 

K-means method is carried out with Euclidean distance as the metric of choice to choose the best 

possible clusters. These processes are done repeatedly until either no point affects the cluster to which 

it has been assigned or the position of the centroids no longer changes. This research is carried out 

with the intention of locating the most effective clusters utilizing proposed method. 

5. Result and Discussions 

Performance of designed method is analyzed by use of MATLAB simulators on a computer with a 

64-bit operating system, 4 gigabytes of random-access memory (RAM), and a CPU operating at 2.30 

gigahertz (GHz). In the beginning, we will talk about the evaluation parameters. The primary objective 

of these tests is to determine whether partition-based clustering algorithm performs more effectively 

with data stored on the IoT. To assess the efficacy of the proposed model, three experiments were 

conducted utilizing three separate datasets. The purpose of these experiments was to do a comparison 

study of proposed method, GA-based K-Medoid, and GA-based FCM, as well as K-Means, K-

Medoid, and FCM. Table II contains a listing of the dataset that was utilized for these investigations. 

Table 2: Description of Dataset 

S.NO Dataset 

Name 

Instances Nature Link 

1 Twitter 2,50,000 Text https://www.kaggle.com/thoughtvector/customer-

support-on-twitter 

https://www.kaggle.com/thoughtvector/customer-support-on-twitter
https://www.kaggle.com/thoughtvector/customer-support-on-twitter
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2 Enron 

Email 

2,50,000 Text https://www.kaggle.com/wcukierski/enron-email-

dataset 

3 BBC 2,50,000 Text https://www.kaggle.com/shineucc/bbc-news-

dataset#BBC%20news%20dataset.csv. 

 

 

 

Figure 2: Flowchart of proposed Model 

A. Evaluation Parameters 

In this experiment, the unlabeled data are split into two clusters. Each cluster is then tested using the 

t-test and evaluated based on the standard error, adjusted squared R, and root mean square error. A 

comparison is also made between proposed method and other clustering algorithms that are already 

in use, which demonstrates that the suggested model produces more accurate results. The equations 2, 

3, and 4 represent the performance parameters, and they are as follows: 

(𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐸𝑟𝑟𝑜𝑟) 𝜎𝑥 ̅ =
𝜎

√n
    (2) 

(𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑆𝑞𝑢𝑎𝑟𝑟𝑒𝑑 𝑅)𝑅𝑎𝑑𝑗
2 =  [

(1− 𝑅2)(𝑛−1)

𝑛−𝑘−1
]      (3) 

(𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛𝑠 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 ) =  √∑
(𝑝𝑖−𝑜𝑖) 2

𝑛

𝑛
𝑖=1   (4) 

B. Experiment results of Twitter Dataset 

This customer support-related Twitter data, which includes tweets and replies, will assist with the 

development of new methods for better comprehending natural language. It includes interactions that 

took place on Twitter between customers and those providing customer service. The assessment 

parameters described above are utilised to evaluate the various clustering algorithms, and the 

experimental findings are presented in Table III and Figures 3 through 8. 

https://www.kaggle.com/wcukierski/enron-email-dataset
https://www.kaggle.com/wcukierski/enron-email-dataset
https://www.kaggle.com/shineucc/bbc-news-dataset#BBC%20news%20dataset.csv
https://www.kaggle.com/shineucc/bbc-news-dataset#BBC%20news%20dataset.csv
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Table 3: Experimental results of Twitter Dataset  

Dataset Group Labels Standard Error Adjusted Squared R R-MSE Clustering Methods 

TWITTER 

Dataset 

1 224.45 0.104 293.28 Proposed Method 

2 0.021 0.287 306.25 

1 235.32 0.276 421.22 GA FCM 

2 0.854 0.384 323.22 

1 222.14 0.141 328.21 GA KMEDIOD 

2 0.125 0.048 326.28 

1 231.22 0.104 310.11 K-MEANS 

2 0.112 0.247 315.22 

1 255.12 0.314 421.22 FCM 

2 0.901 0.401 341.52 

1 228.22 0.198 354.22 K-MEDIOD 

2 0.125 0.452 347.21 

 

 
Figure 3: Standard Error of Twitter dataset for group 1 

 
Figure 4: Standard Error of Twitter dataset for group 2 

 

 
Figure 5: Adjusted Squared R of the Twitter dataset for group 1 
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Figure 6: Adjusted Squared R of the Twitter dataset for group 2 

 

 
Figure 7: Root mean square error of  the Twitter dataset for group 1 

 

 
Figure 8: Root means square error of the Twitter dataset for group 2 

 

According to results that were acquired, proposed method performs admirably in the context of the 

Twitter dataset when contrasted with several other algorithms. The RMSE, standard error, and 

adjusted squared R are all lower for proposed method than they are for either of the other group 

identities. 

C. Experiment results of Enron Email Dataset 

The Eron email dataset is the company database that holds approximately 500,000 emails that were 

sent back and forth between workers of Enron Corporation. Only 250,000 emails out of a total of 

500,000 are going to be used for the trial. The outcomes of the experiments are presented in Table IV, 

as well as in Figures 9 through 14. 

Table 4: Experimental results of Enron Email Dataset 

Dataset Group Labels Standard Error Adjusted Squared R R-MSE Clustering Methods 

ENRON 

EMAIL 

1 225.61 0.109 292.68 Proposed Method 

2 0.028 0.294 308.11 

1 287.52 0.276 415.00 GA FCM 

2 0.912 0.372 327.11 



160 
 

DATASET 1 234.45 0.114 326.77 GA KMEDIOD 

2 0.0745 0.048 325.11 

1 229.412 0.145 298.65 K-MEANS 

2 0.045 0.321 312.22 

1 255.36 0.345 427.22 FCM 

2 0.985 0.396 339.41 

1 245.412 0.315 329.65 K-MEDIOD 

2 0.0844 0.521 335.22 

 

 
Figure 9: Standard Error of Enron Email dataset for group 1 

 

 
Figure 10: Standard Error of Enron Email dataset for group 2 

  
Figure 11: Adjusted squared R of Enron Email dataset for group 1 
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Figure 12: Adjusted squared R of Enron Email dataset for group 2 

 

 
Figure 13: Root means squared error of Enron Email dataset for group 1 

 
Figure 14: Root means squared error of Enron Email dataset for group 2 

According to the results, proposed method also has a good performance with the Enron email data set. 

When compared to other clustering techniques, it has the lowest RMSE, as well as the standard error, 

and adjusted squared R for both group labels. 

D. Experiment results of BBC Dataset 

The suggested model is evaluated using the BBC news dataset, which is a repository for news articles 

covering a variety of subjects. For this experiment, there were a total of 250,000 rows utilised for the 

evaluation of the proposed model, which is known as proposed method.  The outcomes of the 

experiments are depicted in Table V as well as in Figures 15 to 20. 

Table 5: Experimental Results of BBC Dataset 

Dataset Group Labels Standard Error Adjusted Squared R R-MSE Clustering Methods 

BBC 

Dataset 

1 223.65 0.117 295.22 Proposed Method 

2 0.020 0.279 308.14 

1 234.22 0.267 422.15 GA FCM 

2 0.835 0.382 321.36 
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1 224.11 0.141 329.33 GA KMEDIOD 

2 0.132 0.054 325.33 

1 225.66 0.178 310.11 K-MEANS 

2 0.104 0.298 314.52 

1 255.22 0.296 432.86 FCM 

2 0.879 0.401 321.36 

1 236.21 0.185 345.19 K-MEDIOD 

2 0.132 0.844 333.18 

 

 
Figure 15: Standard error of BBC dataset for group 1 

 
Figure 16: Standard error of BBC dataset for group 2 

 

 
Figure 17: Adjusted squared R of BBC dataset for group 1 
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Figure 18: Adjusted squared R of BBC dataset for group 2 

 
Figure 19: Root means squared error of BBC dataset for group 1 

 
Figure 20: Root means squared error of BBC dataset for group 2 

It has been demonstrated through examination of the outcomes that the suggested model proposed 

method performs extremely well with the given dataset in addition to competing favorably with 

alternative clustering techniques. 

6. Conclusion  

Clustering is a very captivating and influential study subject, owing to its wide range of practical 

applications in the real world. This technology finds use in various domains, including consumer 

segmentation, document clustering, image segmentation, social network analysis, and 

recommendation engines, among others. The utilization of the Genetic Algorithm is a widely adopted 

approach in the context of clustering operations. The existing research indicates that most of the 

reported models aimed to create a hybrid model utilizing genetic algorithms. However, the present 

work introduces a novel fitness function in an alternative manner, specifically for the purpose of 

selecting and rejecting rows based on most ones. The implementation of this model is conducted using 

three distinct datasets acquired from Kaggle. The datasets selected for analysis are those that have 
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textual data. The approach under consideration demonstrates robust performance on all three datasets, 

namely Twitter, Eron email, and BBC. The possibility for enhancing this model in the foreseeable 

future lies in the utilization of diverse swarm metaheuristics and a range of datasets, including 

numerical and mixed types. This concept has the capacity to be implemented in practical situations, 

such as the categorization of data. 
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