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Abstract 

The huge text generated on social media in Arabic, especially the Arabic dialect becomes more attractive for 

Natural Language Processing (NLP) to extract useful and structured information that benefits many domains. 

The more challenging point is that this content is mostly written in an Arabic dialect with a big data fusion 

challenge, and the problem with these dialects it has no written rules like Modern Standard Arabic (MSA) or 

traditional Arabic, and it is changing slowly but unexpectedly. One of the ways to benefit from this huge data 

fusion is opinion mining, so we introduce this systematic review for opinion mining from Arabic text dialect 

for the years from 2016 until 2019. We have found that Saudi, Egyptian, Algerian, and Jordanian are the 

most studied dialects even if it is still under development and need a bit more effort, nevertheless, dialects 

like Mauritanian, Yemeni, Libyan, and somalin have not been studied in this period. Many data fusion 

models that show a good result is the last four years have been discussed. 

 

 

Keywords: Data Fusion; Arabic dialect; Natural language processing; Opinion mining; Systematic Review. 

 

1. Introduction  

1.1. Background 

The evolution in using social media applications like Twitter, Instagram, and Facebook has developed into a 

huge number of users who contribute to building a large volume of opinions and reviews about different 

topics [1]–[12]. Humans tend to share their thoughts, feelings, and opinions according to their experiences, 

observation, and understanding of events, services, or products [13]–[21]. Their impressions or point of view 

may be expressed to be positive opinions, negative or neutral. These opinions can help decision-makers, 

marketers, business owners, or service providers to identify their customer‘s interests in a particular product, 

service, or event. The vast amount of posted text on social media raises the need to have an analysis tool to 

extract the opinions and classify them. This process of investigation through the user‘s emotions and views is 

called Opinion Mining [22]. The Arabic language is one of the six official languages used in the United 

Nations and the official language of 22 countries [23], [24]. Arabic is the speaking language of more than 

350 million people all over the world. In 1948, at the 3rd General Conference of UNESCO held in Lebanon, 

Arabic was declared to become the third language to work with, besides English and French, in the governing 

body meetings in the Arabic countries. 

 

Since then, the Arabic language gain more attention when the International Day of the Arabic language is 

announced to be celebrated on December 18 of each year, the day when the General Assembly of the United 

Nations adopted Arabic as the sixth official language of the Organization in 1973 [25]. In the practical world 

of the internet, Arabic is considered a complex and rich language. With more than 226 million Arabic users 

on the internet and over 141 million users on Facebook. Moreover, Arabic is the 4th most language used on 

the web [1], [23], [26]. There are 28 Arabic alphabet letters with different shapes of each one of them 

according to the letter placed in the written word. Writing Arabic is implemented from right to left [23]. 
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There are 22 Arabic Dialects (AD) that represent the official Arabic-speaking countries [27], but the Modern 

Standard Arabic (MSA) is the formal language that is used to express formal communication such as in the 

news, books magazines, and official statements. However, the Holy Quran language is considered Classical 

Arabic [28]. MSA and DA could be written in either Arabic letters or using Romanian ones (Arabizi). Due to 

the complexity of the Arabic language, Arabizi is used to outline the Arabic words using a combination of 

Latin characters, numbers, and signs [29].  MSA and DA can be classified into six groups: Egyptian (used in 

Egypt), Khaliji (used in the Arabic Gulf area), Shami (Levantine) spoken in (Jordan, Lebanon, Palestine, and 

Syria), Maghrebi (northern Africa), Sudanese Arabic and Iraqi [30]. Each one of these groups includes some 

number of sub-Arabic vernaculars [28]. Arabic is a rich language in morphological and vocabulary. It can be 

exposed in many varieties. The formal-informal dialects of MSA and DA usage become more critical for 

communication after the emergence of social networks and the increasing number of users that result in a 

huge volume of the unstructured format of the text published on the internet. MSA is a type of Arabic 

language form that is not considered a native one of any country, and it is much different from the informal 

DA. Moreover, MSA and DA complexity make it difficult to identify what those sections of text do 

represent. On the other hand, the process of Arabic Opinion Mining has several challenges due to the limited 

number of Natural Language Processing (NLP) tools and the different nature of contents found on the web, 

as most of it is written in a dialectal scheme1 [31]. NLP is defined as a collection of approaches that a 

computer employs to be capable of analyzing or understanding the unprocessed natural spoken language 

between people through extracting grammar and meaning from the input [32]. Several numbers of studies 

have been done to examine the English language using different NLP tools to extract OM from the text 

published on social media. Whereas, to the Arabic language, less attention is made due to its complexity. In 

this paper, we are trying to highlight the most recent studies accomplished and published over the last 4 years 

(2016 to 2019). Our research is trying to investigate the following questions: 

 

1) What is the most Arabic dialect been researched recently in opinion mining? 

2) What is the algorithm used to evaluate opinion mining of the Arabic dialect? 

3) What are the most publishing journals and conferences in opinion mining of the Arabic dialect? 

4) What are the gaps and shortages in Arabic dialect research in opinion mining? 

 

 

In this paper, a systematic review has been conducted on 223 articles. In the first part, we gave a brief about 

the Arabic Language and its different text classifications. Then, we addressed the challenges when processing 

the Arabic language. After that, we conducted a literature review that would answer our research questions 

mentioned above. Next, we explained our methodology and approach to filtering out the intended papers 

under investigation — finally, we have shown the findings of the study. 

 

 

1.2. Challenges in Arabic language processing 

The process of analyzing Arabic language MSA and DA presents several challenges, which can be briefed in 

the following points:  

 

MSA vs DA: MSA differs from the more commonly local DA used by people either in their daily 

interactions or over the internet. It‘s more likely seen that the main educated people who speak the Arabic 

language can understand MSA, but this is not fundamentally correct regarding the other DA. DA varies from 

MSA phonologically, morphologically, syntactically, and orthographically up to certain limitations as well. 

Indeed, building so many lexicons for those several dialects is quite challenging since data fusion 

transcription is time-consuming and expensive. It can be said that each DA or set of DA can be dealt with as 

a separate type of language. By contrast, MSA has a lot of resources [33]. 

 

 Lack of datasets:  Most of the available datasets open for public use are small in measure of size. 

Having large sets of Arabic datasets is crucial for developers to build reliable OM tools to analyze 

the Arabic text. Moreover, compared to the English language, fewer MSA and DA lexicons are 

available in Arabic. The lack of such datasets hinders the research on similar topics using NLP tools 

such as dependency parser and Part of Speech POS tagger [31].  

 Names can mislead: Some Arabic names of people or figures can be treated as adjectives, this can 

be confusing for OM. 

 Negation ambiguity some words can hold the opposite meaning of what it does mean. These types 

of words can be used to get a funny conversation that was maybe irritating to others. Avoiding such 
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ambiguity can produce a robust OM tool. Building a list of negation words can usually handle this 

key concern.  

 Arabic Morphologically: Arabic is a rich morphological language where the syntax is expressed at 

the word base level. This Arabic base of a word can drive thousands of other surface words. A word 

in English can be shown in many words in Arabic [31].  

 Using Arabizi: Using informal Arabic on internet content can lead to some other challenges. Using 

Latin letters within the Arabic word may confuse OM analysis tools since there is no standard to 

deal with these words that varies depending on the way users write them [31]. 

 Processing Performance: Many NLP tools have been developed to process MSA. However, these 

tools have limited performance over DA. (e.g., state of an art morphological analyzer of MSA has 

only 60% of coverage over Arabic Levantine dialect forms of verbs [33]. 

 Popularity: The rate of adding new words to the different categories of DA is more than it is for 

MSA since the DA is widely used and more popular than it is in MSA [33]. So, the challenges 

regarding Arabic content published on social media can be summarized as follows [34]. 

 Unstructured text. 

 Orthographic typing mistakes. 

 Using slang language. 

 Many colloquial abbreviations and expressions are used on Twitter due to the limited number of 

characters. 

 Inconsistencies in Spelling. 

 No Arabic capital letters. 

 Using emoticons. 

 The tendency of repeating some letters when writing to express feelings. DA requires special 

handling compared to MSA due to DA several variations in the structure of the word. 

 

 

2. Literature review 

 

2.1. Opinion Mining (OM) 

Opinion Mining (OM), also called Sentiment Analysis (SA), is a field of study that focuses on analyzing 

people‘s attitudes, emotions, and evaluations towards different entities such as services, products, 

individuals, organizations, topics, and events, issues along with their attributes. OM is considered very 

important yet has a large space of problems to determine if a word, sentence, or document expresses negative 

or positive feelings [35]. OM is the task of identifying emotions behind the attitude or behavior of a person 

through a computational process using his or her text as input. Then we can be able to identify whether a 

person‘s (e.g. writer) attitude towards a specific topic is positive, negative or neutral [22]. Recently, the 

number of published texts on social media is extensively increased. For instance, in 2017, many comments 

posted on Facebook every minute were over 500 thousand comments, and around 350 thousand tweets were 

sent using Twitter. Hence, using social media published content as an input to NLP tools shall reflect the 

opinion of the public people [36].  OM over social media in recent studies focused on different topics (i.e., 

Politics, Marketing), other OM focused on analyzing opinions on products or services reviews (i.e., Pizza 

industry, Phone companies). Other OM tools are used to monitor stock market performance. Gathering hate 

speech has also been studied to detect any hate posts based on Gender, Color Religious views or Racist kind 

of speech that are offending individuals of particular tribe [37]. But most of these studies investigated 

English language and less work been addressing DA or even MSA. 

 

OM fields that develop emotions like anger, sadness, or happiness, and identifying these moods in the audio, 

video, or written texts are important fields in artificial intelligence tools and NLP. The Arabic language 

varies in its linguistic methods and art can be expressed in many types, such as poetry, prose, criticism, etc. 

these arts on MSA and DA involve several OM structures that gave deeper look at the meaning of the words 

[38]. Arabic Language OM includes tasks that include morphology phonetics, POS tagging, opinion mining, 

subjective analysis, Named Entity Recognition (NER), and annotation opinion manually using corpus or 

lexicons  [39]. OM is performed using either one of the following two techniques: Rule-Based (RB) or 

Machine Learning (ML) classifiers, where ML algorithms are used to observe emotions and detect opinions 

[39]. Many datasets were used to evaluate several proven classifiers used in OM, such as Support Vector 

Machine (SVM), Naive Bayes (NB), K-Nearest Neighbor (KNN), and others [28]. 

 

2.2. Opinion approaches 
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 Existing OM approaches can be divided into three main approaches, Lexicon Based approach, the ML-based 

approach, or a hybrid approach that combines both Lexicon-based and ML approaches [40]. 

 

2.2.1 Lexicon-based methods 

 OM using lexicons to detect attitudes, feelings, and emotions includes a wide range of phrases and words 

that address opinion whether it holds a positive, negative, or neutral meaning. This kind of lexicon helps in 

identifying the actual meanings of Arabic linguistics parts of a text [39]. According to [40] Symbolic 

orientation is used to highlight opinions within the text using opinion lexicons; these lexicons are a list of 

phrases or words combined with a positive or negative opinion. Part of these lexicons gives a score to 

indicate how strong its class is. This technique shall provide an overall opinion as a sum of these scores. OM 

using lexicons can be manually created or automatically.  

 

Lexicon-based approaches can be constructed for general-purpose lexicons or domain-specific ones. 

According to [40] Found the lexicon-based approach may result in a low percentage of recall in entity-level 

OM. This approach needs a huge amount of training data. However, there are important advantages to using 

Lexicon-based approaches, once the lexicons are built, then there would be no need to train the data. 

 

2.2.2 Machine learning (ML) based methods 

 The ML-based approach can be classified into two sub-approaches: unsupervised and supervised, the 

accuracy of which is measured by how well they agree with human judgments [41]–[48]. The unsupervised 

technique is calculated depending on the polarity terms of the lexicon [11], [49]–[55]. Such lexicons may 

have some initial seeds, but several numbers of these lexicons are not domain-specific, which in turn are not 

useful for DA language. Extending such lexicons could be corpus-based or dictionary-based. Unlike the 

unsupervised technique, a supervised method mainly depends on ML. To classify the polarity of input data, 

some sets of data are collected for those labeled ones, and some other sets of features are extracted for 

training the ML classifier. The extracted features can be any handcrafted type of features like POS tagging, 

emoticons, lemmatized or stemmed. Then both extracted labels and features are input to an ML algorithm 

that is important in building a model for the ML classifier. Finally, labels are assigned to the ML classifier 

model over the text input extracted features. It has been investigated by [36] that the accuracy of the ML 

approach can outperform the lexicon-based approach by using a well-trained corpus and selecting a good set 

of features. 

 

However, in [36] research on DA language, mistakes could not be handled like spelling and concatenation 

words by lemmatization. [40] defined ML as a computer able to learn itself the way to make decisions 

depending on previous experiences and available data (Training data). The decisions made by ML could be a 

prediction or classification for the new data, this new data is labeled (i.e. by experts) so that the learning 

algorithm uses them in classification.  This learning algorithm task is called supervised classification. ML 

mainly counts on the training data used to train ML algorithms with many features, like stylistic, frequency 

co-occurrence, and more. These collected features were then used to test algorithm accuracy using a sample 

of the annotated data. This approach avoids any ambiguity in Arabic because it is a language-independent 

approach. [56], [57] studied test the data judged (labeled) by human experts to check how much it affects the 

accuracy of trained ML classifiers. They found that whenever they increase the training data, the accuracy 

shall, in turn, be improved. ML approach includes several statistical methods to build lexicons datasets, like 

NB, SVM, KNN, and decision trees. [40] found that these methods tend to have a high level of accuracy in 

detecting the OM of the input textual data. But the major drawback of these ML methods is related to the 

domain, trained data should be domain-specific so it does not work as well as it is supposed to on different 

text other than those trained [40]. A different number of supervised and unsupervised ML classifiers are used 

to evaluate the accuracy of Arabic datasets. Namely, we have investigated the following: 

 

2.2.2.1 Naive Bayes (NB) 

 According to [50], NB is defined as a supervised classifier that focuses on training datasets with label tests. 

Then, the unlabeled dataset is tested using this classifier to determine OM. [58] defined NB as a 

probabilistic-based classifier. NB classifier algorithm can be applied to classify text polarity (OM) 

independently with strong rules that can be accurate, fast, simple, and effective. Thus, the NB algorithm can 

review problems that associate objects of the discrete type. To perform NB method text classification, 

features need to be extracted from the input text. Then features are saved in a vector for analysis, this is 

called (Term Vector TV or Feature Vector FV). This TV generation depends on the unique words from the 
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trained dataset. As [58] mentioned, NB can be classified into two categories, the multinomial and 

multivariate models. In [59], researchers conducted OM on the Saudi dialect from Twitter, and a large set of 

text (corpus) was annotated manually to exclude any incorrect ones. This corpus was validated using NB and 

SVM classifier algorithms. Results showed that the NB algorithm outperformed other demonstrated methods 

and gained up to 91% accuracy revealing the importance of embedding words technique to build the lexicon. 

[60] implemented an NB classifier in MSA resources on Gulf dialects. The authors used the NB classifier due 

to its flexibility to add new features to the corpus and change the scores of OM. Results indicated that using 

MSA over Gulf dialects resources is useless because of some structural differences that made some conflicts 

between these two types of dialects. 

 

2.2.2.2 Support Vector Machine (SVM) 

 [37] Defined SVM as a binary type of classifier that data samples are assumed to be clearly distinct from 

each other. SVM tries to look for the best hyper-plan that increases class margin. And divides the textual data 

to detect OM as positive or negative. This type of classifier is widely used in cyberbullying. [61] investigated 

four types of supervised approaches to detect OM over a dataset of reviews manually collected from the 

Jeeran website written in MSA. Results showed that the SVM algorithm got the highest score of 

classification accuracy equal to 92.3%. [62] studied the Jordanian dialect through gathering posts from 

formal Facebook pages belonging to the telecommunication companies in Jordan like Zain, Orange, and 

Umniah.  

 

Data have been manually collected and then classified using four types of supervised classifiers. The 

algorithm of the SVM classifier performed the best compared to the other ones in terms of F-measure and 

accuracy. In [63] researchers collected Facebook comments written in MSA and Moroccan DA to analyze the 

OM about Moroccan elections that took place in 2016. The dataset was evaluated using several classifiers, 

where SVM obtained the best-developed algorithm model regardless of the configuration of the weighting or 

extraction. 

 

2.2.2.3 Based approach 

 This type of method depends primarily on using polarity over lexicons. Users should tag words with 

positive, negative, or neutral labels. [39] Deriving Arabic words into their original form would help to set 

many clear rules that carry the opinion mining. Thus, [39] can assign scores based on these rules to capture 

the level of positive opinions or negative ones within the sentences. To enhance the accuracy of RB 

classification [39] used a mathematical Rough set theory (RST) tool to reduce the high extent of the vector 

feature. 

 

2.2.2.4 Long short-term memory (LSTM) 

 LSTM is a deep learning approach used to detect OM objects. It focuses on finding the relationship between 

sequential input elements. LSTM is another kind of classifier of RNN. This classifier aims to process data on 

words found on Twitter to detect short and long-term relations between the current and previous words. 

Then, LSTM combines them in one output representing them in one output. Finally, the algorithm output is 

used as a decision layer to detect OM. LSTM is used to overcome problems in RNN using memory cells, 

preventing the forget status when multiple iterations are done [32].  [64] performed OM on Twitter posts 

written in the Saudi dialect and gathered in the SDCT dataset. The proposed model was evaluated by using 

LSTM and SVM models. Results showed that LSTM has better performance than the SVM algorithm. [32] 

Proposed a framework that improves OM. The research was demonstrated on a Moroccan corpus called 

MSAC gathered from the Arabic reviews and comments on Facebook page and Twitter. Results show that 

RNN outperforms other classical approaches like SVM and NB. 

 

 

2.2.2.5 K-Nearest Neighbor Algorithm (KNN) 

 K-NN is a type of ML algorithm where functions are locally approximated, and computation is delayed until 

classification is accomplished. K-NN is a method used to do regression and classification where the input has 

k number of examples trained closest to the feature‘s space. The output of K-NN depends on whether 

classification or regression is used. K-NN is a useful approach to give neighbors a degree of the weight of 

contribution depending on how much nearer or distinct it is (nearer gains more weight). [Wikipedia 

https://tinyurl.com/c3avfz6] [65] Observed OM on data from a telecommunications company Twitter written 
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in Sudanese dialect. Researchers conducted several ML approaches to compare the performances of each of 

them. Results found that using KNN gave the best performance in terms of accuracy with (k=2), which 

equals 92%. [66] explored the different effects of hierarchal classifiers based on their performances to other 

models. Researchers found that KNN hierarchical classification HC got the best accuracy, it obtained 

74.64%. 

 

 

 

 

2.2.2.6 Other 

 Other methods were found too like Polynomial Networks (PNs), acoustic model, logistic, regression, 4.1.3 

Decision Tree (DT), CBOW, SenticNet, Convolutional Neural Networks (CNN), and Recurrent Neural 

Networks (RNN). 

 

2.2.2.7 Hybrid Approach 

 [39] Found that using a combination of two ML techniques (supervised and unsupervised) like SVM and 

KNN where SVM works better for large sets of data, and KNN is better when targeting the small size of the 

corpus. However, when using the unsupervised approach, there will be no human action for labeling data; 

therefore, function learning counts on searching for any patterns that may be found within the unlabeled data. 

Some articles used a hybrid approach where many methods were applied together, and the results were 

selected upon a certain algorithm, like using rule-based and SVM and then building a model to choose 

between the results according to specific criteria [67]–[69]. 

 

 

3. METHODOLOGY 

3.1. Data sources and search strategies   

We have chosen Emerald, Google Scholar, IEEE, ProQuest, ScienceDirect, Springer, Taylor, and Wiley 

databases as a source for the review papers since it includes most of the recently published papers and is 

well-indexed. Since we are focusing on opinions from Arabic dialects written in social media in the last four 

years. The search criteria were made to include ―opinion mining‖ as a mandatory phrase also ―social media‖ 

as mandatory too while it was a choice between ―Arabic dialect" and ("Arabic dialects" since the result was 

changed when we use each one alone and papers year starting from 2016 till 2019, the exact search criteria as 

described in Table 1. 

 

 

Table 1: Keyword search 

Keyword search 

"Opinion Mining" & "Arabic dialects" & ―social media‖ 

"Opinion Mining " & "Arabic dialects" & ―Tweets‖ 

"Opinion Mining " & "Arabic dialects" & ―Facebook‖ 

"Opinion Mining " & "Arabic dialect" & ―social media‖ 

"Opinion Mining " & "Arabic dialect" & ―Tweets‖ 

"Opinion Mining " & "Arabic dialects" & ―Facebook‖ 

 

 

A total of 223 articles were returned from different journals, conferences, Ph.D. thesis, books, or patents. 

Each with separate citation count, so the next step was to evaluate the papers to include the related ones. 

After reviewing the papers we have excluded the papers that are review papers, papers that experiment with 

MSA only, and Ph.D.  Thesis, books, or unavailable papers due to their cost and membership requirements. 

After that in each paper, we go deep to get the best approach that is used and shows the best opinion mining 

results since most papers tried different techniques for opinion mining and compare them to find the best one 

we have found the following techniques and classifiers: SVM, Naive Bayes, LSTM, CNN, KNN, RNN, 

Polynomial, Networks (PNs), rule-based, lexicon-based, acoustic model, logistic regression, CBOW, 
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decision tree classifier, hybrid, SenticNet, and Maximum Entropy. Also, we state the dataset used and its 

source; we divided the dataset into four groups: 

 

  Tweets: for datasets collected from twitter in certain conditions like location or accounts, since 

tweet size is limited we think that certain features will be common between the tweets where users 

have limited words to express their idea and sometime user needs to rephrase their sentence to fit in 

one tweet. 

  Facebook comments and posts: for datasets extracted from Facebook comments or long posts, 

since this has fewer word limits we think it will be easier for a user to express his ideas without 

rephrasing. 

 

 User reviews: for datasets extracted from books, restaurants, movies, trips, or location reviews, we 

think these reviews will have some common way of expressing ideas since it is centered on certain 

features of the reviewed subjects. 

 Others: for datasets that are from the ready corpus or previous datasets, or if the dataset source is 

not mentioned clearly. Also, we have extracted the Arabic dialects that have been studied in each 

paper; in some papers that discussed more than one dialect we have found the following dialects: 

Jordanian, General (many dialects), Egyptian, Saudi, Gulf, Levantine, MSA, Arabizi, Syrian, 

Moroccan, Algerian, Sudanese, Iraqi, Lebanese, Tunisian, UAE, and North Africa.   

 

 

3.2. Inclusion/exclusion criteria 

A total of 288 articles included these keywords. Among these, it was found that 65 articles were repeated, 

and so they were eliminated. A total of 223 papers were now remaining for review. The way these articles are 

distributed concerning the databases they are a part of is shown in Table 2. The researcher checked the 

inclusion and exclusion criteria for each study [70]–[75]. One hundred three research articles all met the 

inclusion criteria; hence, the analysis was based on these studies. Figure 1 depicts the systematic review 

process and the total articles found at each stage.  

 

 

Table 2: The total number of articles after removing the duplicates. 

Database Frequency Frequency 

Emerald  16 

Google Scholar  98 

IEEE  25 

ProQuest   15 

ScienceDirect 21 

Springer 29 

Taylor 6 

Wiley 13 

Total  223 

 

 

After reviewing the articles we have eliminated the unrelated articles that don‘t conduct the opinion mining 

specifically or not related to any Arabic dialect, some articles study only MSA, it does only a review of other 

articles and work, or don‘t conduct a specific method for evaluation, so after this process, we get 103 related 

articles out of total 223 articles, 120 articles were not related as described in Table 3. The articles selected in 

this review study for a critical review should be used to complete the inclusion and exclusion criteria 

presented in Table 4. 

 

 

Table 3: Reviewed articles count. 

Articles Articles count 

All Articles 223 

Related 103 

Unrelated 120 
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Table 4; Inclusion and exclusion criteria. 

Inclusion Criteria Exclusion Criteria 

Must involve opinion mining. Articles without opinion mining. 

Must involve the Arabic dialect. Articles with opinion mining but without Arabic dialect. 

Must be written in the English language. Articles published in languages other than English. 

Must be published between 2016 and 2019.  

 

 

 

3.4. Quality assessment 

Apart from the inclusion and exclusion criteria, quality assessment of the selected articles is another factor 

that may be included [74], [76]–[82]. A quality assessment checklist that had 9 criteria was used to evaluate 

the quality of the articles that would subsequently be examined (N=103). The quality assessment checklist is 

shown in Table 5. The checklist was not developed to function as a means of disapproving the studies 

performed by any author [83]. The criteria presented by [83] served as the foundation on which the checklist 

was developed. Scores were awarded to each question using the three-point scale, where 1 point was awarded 

to ―Yes‖, 0 points were awarded to ―No,‖ and 0.5 points were awarded to ―Partially‖. Hence, a score of 0 to 9 

could be attained by each study, where the high degree to which the research questions are answered by the 

study is represented by a high score. Table 6 demonstrates the quality assessment findings for the 103 

studies. It is demonstrated in the findings that all studies have met the quality assessment criteria, thus 

showing that each of these studies is qualified for being employed in further analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Systematic review process. 

 

Table 5: Quality assessment checklist. 

# Question 

1 Are the research aims clearly specified? 

2 Was the study designed to achieve these aims? 

3 Are the variables considered by the study clearly specified? 

4 Is the study context/discipline clearly specified? 

5 Are the data collection methods adequately detailed? 

6 Does the study explain the reliability/validity of the measures? 

7 Are the statistical techniques used to analyze the data adequately described? 
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Table 6: Quality assessment results. 

Study Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Total Percentage 

A1 1 1 1 1 1 1 1 1 1 9 100% 

A2 1 1 1 1 1 1 1 1 1 9 100% 

A3 1 1 1 1 1 1 1 1 1 9 100% 

A4 1 1 1 1 1 1 1 1 1 9 100% 

A5 1 1 1 1 1 1 1 1 1 9 100% 

A6 1 1 1 1 1 1 1 1 1 9 100% 

A7 1 1 1 1 1 1 1 1 1 9 100% 

A8 1 1 1 1 1 1 1 1 1 9 100% 

A9 1 1 1 1 1 1 1 1 1 9 100% 

A10 1 1 1 1 1 1 1 1 1 9 100% 

A11 1 1 1 1 1 1 1 1 1 9 100% 

A12 1 1 1 1 1 1 1 1 1 9 100% 

A13 1 1 1 1 1 1 1 1 1 9 100% 

A14 1 1 1 1 1 1 1 1 1 9 100% 

A15 0.5 1 1 1 1 0.5 1 1 1 8 89% 

A16 1 1 1 1 1 1 1 1 1 9 100% 

A17 1 1 1 1 1 1 1 1 1 9 100% 

A18 1 1 1 1 1 1 1 1 1 9 100% 

A19 1 1 1 1 1 1 1 1 1 9 100% 

A20 1 1 1 1 1 1 1 1 1 9 100% 

A21 1 1 1 1 1 1 1 1 1 9 100% 

A22 1 1 1 1 1 1 1 1 1 9 100% 

A23 1 1 1 1 1 1 1 1 1 9 100% 

A24 1 1 1 1 1 1 1 1 1 9 100% 

A25 1 1 1 1 1 1 1 1 1 9 100% 

A26 1 1 1 1 1 1 1 1 1 9 100% 

A27 1 1 1 1 1 1 1 1 1 9 100% 

A28 1 1 1 1 1 1 1 1 1 9 100% 

A29 1 1 1 1 1 1 1 1 1 9 100% 

A30 1 1 1 1 1 1 1 1 1 9 100% 

A31 1 1 1 1 1 1 1 1 1 9 100% 

A32 1 1 1 1 1 1 1 1 1 9 100% 

A33 1 1 1 1 1 1 1 1 1 9 100% 

A34 1 1 1 1 1 1 1 1 1 9 100% 

A35 1 1 1 1 1 1 1 1 1 9 100% 

A36 1 1 1 1 1 1 1 1 1 9 100% 

A37 1 1 1 1 1 1 1 1 1 9 100% 

A38 1 1 1 1 1 1 1 1 1 9 100% 

A39 1 1 1 1 1 1 1 1 1 9 100% 

A40 1 1 1 1 1 0 1 1 1 8 89% 

A41 1 1 1 1 1 1 1 1 1 9 100% 

A42 1 1 1 0 1 1 1 1 1 8 89% 

A43 1 1 1 0 1 1 1 1 1 8 89% 

A44 1 1 1 0 1 1 1 1 1 8 89% 

A45 1 1 1 1 1 1 1 0.5 0.5 8 89% 

A46 1 1 1 0 1 1 1 1 1 8 89% 

A47 1 1 1 0 1 1 1 1 1 8 89% 

A48 1 1 1 0.5 1 1 1 1 0.5 8 89% 

A49 1 1 1 0 1 1 1 1 1 8 89% 

A50 1 1 1 1 1 1 1 1 1 9 100% 

8 Do the results add to the literature? 

9 Does the study add to your knowledge or understanding? 
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A51 1 1 1 0.5 0.5 0.5 1 1 0.5 7 78% 

A52 1 1 1 0 1 1 1 1 1 8 89% 

A53 1 0 1 1 0 1 0.5 1 0.5 6 67% 

A54 1 0.5 1 1 0.5 1 1 1 1 8 89% 

A55 1 1 1 1 1 1 1 1 1 9 100% 

A56 1 1 1 1 1 1 1 1 1 9 100% 

A57 1 1 1 1 1 1 1 1 1 9 100% 

A58 1 0.5 1 0 1 1 0 1 0.5 6 67% 

A59 1 1 1 1 1 1 1 1 1 9 100% 

A60 1 1 1 1 1 1 1 1 1 9 100% 

A61 1 1 1 1 1 1 1 1 1 9 100% 

A62 1 1 1 1 1 1 1 1 1 9 100% 

A63 1 0 1 1 1 1 1 1 1 8 89% 

A64 1 1 1 0 1 1 1 1 1 8 89% 

A65 0.5 1 1 0.5 0.5 0.5 1 1 0.5 6.5 72% 

A66 1 1 1 1 1 1 1 1 1 9 100% 

A67 1 1 1 1 1 1 1 1 1 9 100% 

A68 1 1 1 0 1 1 1 1 1 8 89% 

A69 1 1 1 1 1 1 1 1 1 9 100% 

A70 1 1 1 1 1 1 1 1 1 9 100% 

A71 1 1 1 1 1 1 1 1 1 9 100% 

A72 1 1 1 1 1 1 1 1 1 9 100% 

A73 1 1 1 1 1 1 1 1 1 9 100% 

A74 1 1 1 0 0.5 1 0.5 1 1 7 78% 

A75 1 1 1 1 1 1 1 1 1 9 100% 

A76 1 1 1 0 1 1 1 1 1 8 89% 

A77 1 1 1 1 1 1 1 1 1 9 100% 

A78 1 1 1 1 1 1 1 1 1 9 100% 

A79 1 1 1 1 1 1 1 1 1 9 100% 

A80 1 1 1 1 1 1 1 1 1 9 100% 

A81 1 1 1 1 1 1 1 1 1 9 100% 

A82 1 1 1 1 1 1 1 1 1 9 100% 

A83 1 1 1 1 1 1 1 1 1 9 100% 

A84 1 1 1 1 1 1 1 1 1 9 100% 

A85 1 1 1 1 1 1 1 1 1 9 100% 

A86 1 1 1 1 1 1 1 1 1 9 100% 

A87 1 1 1 1 1 1 1 1 1 9 100% 

A88 1 0.5 1 0 0.5 1 1 0.5 1 6.5 72% 

A89 1 1 1 1 1 1 1 1 1 9 100% 

A90 1 1 1 0.5 1 0.5 1 1 1 8 89% 

A91 1 1 1 1 1 1 1 1 1 9 100% 

A92 1 1 1 1 1 1 1 0 1 8 89% 

A93 1 1 1 1 1 1 1 1 1 9 100% 

A94 1 1 1 1 1 1 1 1 1 9 100% 

A95 1 1 1 1 1 1 1 1 1 9 100% 

A96 1 1 1 0 1 1 1 1 1 8 89% 

A97 1 1 1 1 1 1 1 1 1 9 100% 

A98 1 1 1 1 0 1 1 1 1 8 89% 

A99 1 1 1 1 1 1 1 1 1 9 100% 

A100 1 1 1 1 1 1 1 1 1 9 100% 

A101 1 1 1 1 1 1 1 1 1 9 100% 

A102 1 1 1 1 1 1 1 1 1 9 100% 

A103 1 1 1 1 1 1 1 1 1 9 100% 
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4. Results and Discussions  

4.1. Methods used 

We have covered the methods used in each paper and the methods that demonstrated the best opinion mining 

results for the Arabic dialect on the specified dataset, so we found that these methods appear to give the best 

results in the related papers: SVM, Naive Bayes, LSTM, CNN, KNN, RNN, Polynomial Networks (PNs), 

Rule-Based, Lexicon-Based, Acoustic Model, Logistic Regression, CBOW, Decision Tree classifier, Hybrid, 

SenticNet, Maximum Entropy. The result is illustrated in Table 7, and it showed that SVM provided the best 

results in 31 articles and then lexicon-based in 24 articles, all results are listed in Table 7. 

 

 

Table 7. The total number of articles that demonstrated OM of Arabic language in the listed OM methods.   

 

Method Articles count 

SVM 31 

Lexicon-based 24 

Hybrid 12 

Naive Bayes 7 

LSTM 4 

CNN 4 

KNN 4 

Decision Tree 3 

Rule-based 2 

Logistic regression 2 

SenticNet 2 

RNN 1 

Polynomial Networks (PNs) 1 

Acoustic model 1 

CBOW 1 

Maximum Entropy 1 

 

Some Papers compare more than five methods to extract the opinion; we include the one that produced the 

best results so that we can cover the best methods used and tested for opinion mining in the Arabic dialect. 

 

4.2. Arabic Dialects 

Many dialects were studied in the related papers, we have collected them to analyze the top studded dialect 

and least ones so we can show the dialects that need more elaboration and the top covered ones so other 

researchers can build on top of the other articles. The results show that the most studded dialect was Egyptian 

with 13 articles, Saudi with 12 articles, Algerian with 9 articles, then Jordanian with 8 articles. Tables 8 

illustrates the dialect studied and the number of papers that discuss these dialects were a general is included 

for the papers that collect general Arabic dialect without biasing and not mentioning the main dialect in the 

article, some papers discuss the MSA with the dialect too, so we include the MSA too. 

 

 

Table 8: The total number of articles that demonstrated OM of Arabic language in the listed Arabic Dialects. 

 

Dialect Articles count 

General 30 

MSA 21 

Egyptian 13 

Saudi 12 

Algerian 9 

Jordanian 8 
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Levantine 7 

Gulf 6 

Moroccan 3 

Lebanese 3 

Arabizi 2 

Syrian 2 

Tunisian 2 

Sudanese 1 

Iraqi 1 

UAE 1 

North Africa 1 

 

 

4.3. Dataset source 

Our Articles datasets vary between tweets, Facebook comments, and post, movies review, restaurant reviews, 

trips reviews, other corpora, or not mentioned at all, so the Datasets in the related articles were analyzed then 

we categorize them into four categories: 

 

Tweets for the datasets gathered from Twitter in certain conditions, Facebook for the dataset gathered from 

Facebook comments or posts, User Reviews for datasets collected from a user review in websites other than 

Facebook and Twitter, Other for datasets gathered from other corpus or not mentioned clearly in the article. 

Table 9 illustrates the dataset category and the number of articles that used it; it was clear that Twitter has the 

highest portion of articles; this may due not only to twitter's publicity but also it's easy to use available APIs. 

 

 

 

Table 9. The total number of articles that demonstrated OM of the Arabic language using different datasets 

sources. 

 

Dataset Source Category Articles count 

Tweets 35 

Ready corpus/not mentioned 28 

User reviews 20 

Facebook comments/posts 16 

 

 

 

 

Moreover, each method that was successful in getting the best result according to the article on these datasets 

groups was registered, for each dialect, we have a pie chart that shows the methods used and gave the best 

results according to the articles. Starting from the Twitter dataset, we can see that 35 papers were considering 

datasets extracted from Twitter and after making certain preprocessing such as stemming or unifying some 

characters or deleting duplicates. In the Twitter dataset, we can see SVM dominates other methods; second 

place is for lexicon-based methods as shown in Figure 2. 
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Figure 2:Twitter dataset methods. 

 

 

 

The second top used dataset category was user reviews datasets, where data was extracted from reviews for 

movies, restaurants, traveling trips, books, or services. In Figure 3, we can see that SVM is also dominant as 

the best results were reached after applying it to most articles, below is the pie chart for the user reviews 

dataset and methods used on it. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: User review methods used. 

 

 

 

The third-place used dataset was the ones extracted from Facebook comments or posts, here also SVM was 

dominant with five articles after it lexicon-based methods with four times. Figure 4 shows the distribution of 

the methods used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Facebook dataset methods. 
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Other Datasets are the ones that are extracted from a ready corpus or the source is not mentioned clearly, so 

we group these articles in a single category. Methods used for this group were extracted, and Figure 5 

showed the distribution of the methods used and the best ones according to the papers reviewed. In this 

category, lexicon-based was the dominant with 11 nomination times next was SVM with seven times, the 

chart below shows the all used methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Facebook dataset methods. 

 

 

 

 

 

4.4. Articles Sources 

For the related articles, we have extracted the conferences and journals that published the papers, so we can 

nominate the top conferences and journals that publish in opinion mining for Arabic dialects from social 

media. Tables 10 and 11 shows the top 5 conferences and journal publishing on this subject, it illustrates that 

the conference international conference of women and underrepresented minorities in natural language 

processing (WiNLP) was the top conference publishing with five papers, and the journal Procedia Computer 

Science with nine articles, the top 5 lists are illustrated in the Tables 10 and 11. 

 

 

Table 10:The total number of articles that demonstrated OM of Arabic language in the listed conferences. 

Conference Articles count 

International conference of women and underrepresented 

minorities in natural language processing (WiNLP) 

5 

Arabic Natural Language Processing Workshop 2 

International Conference on Computational Linguistics and 

Intelligent Text Processing 

2 

International conference on information and communication 

systems (ICICS) 

2 

International Conference on Language Resources and Evaluation 

(LREC 2016) 

2 

 

 

 

Table 11: The total number of articles that demonstrated OM of Arabic language in the listed journals. 

Journal Articles count 

Procedia Computer Science 9 

Journal of Cleaner Production 5 

arXiv preprin arXiv:1709.08521 4 
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International Journal of Advanced Computer 3 

Science and Applications  (IJACSA)  

ACM Transactions on Asian and Low-Resource Language Information 

Processing (TALLIP) 

2 

 

 

 

4.5. Methods per year 

For the methods used, we have sorted them by the year to show the methods trend over the four years, we 

have listed the 16 methods with the number of articles per year. We have noticed that Maximum Entropy 

appears one time, and in 2016, which can indicate it is an old method and better not to try it, the same thing 

can be applied to the acoustic model since it also appeared once in 2018. Hybrid methods look to be 

declining over the year since it did not appear in 2019, and only two articles nominate it in 2018, while it was 

4,6 in 2016,2017 respectively. 

 

On the other hand, we can see in Table 12 that rule-based is used once in 2016, and once in 2019, which may 

show was less effective and still less effective than other methods. For the CBOW, Polynomial Networks 

(PNs), and SenticNet methods even though it is low in number, it appears in 2018 and 2019 which means it is 

a promising future and deserves exploring and more experiments to be conducted. 

 

 

 

Table 12: A total number of articles that demonstrated the listed methods of OM in the Arabic language from 

2016 through 2019. 

 

Method 2016 2017 2018 2019 

SVM 7 9 8 6 

Naive Bayes 2 1 3 1 

LSTM 0 0 0 4 

CNN 0 0 2 2 

KNN 2 1 1 0 

RNN 0 0 1 0 

PNs 0 0 0 1 

Rule-Based 1 0 0 1 

Lexicon Based 8 11 4 1 

Acoustic model 0 0 1 0 

Logistic regression 0 0 0 2 

CBOW 0 0 0 1 

Decision Tree 1 1 0 1 

Hybrid 4 6 2 0 

SenticNet 0 0 2 0 

Maximum Entropy 1 0 0 0 

 

 

The methods that have a high number of nominations or some trends are charted in Figure 6 to show the 

trend over the four years. We can notice that SVM has approximately a study state and it appears in the four 

years with close frequencies the average for the four years is 7.5, the same thing can be said for Naıve Bayes 

since it appears in the four years too with close frequencies but the average is 2.75 which is much less than 

SVM. 

 

In Hybrid and Lexicon-Based methods we can notice the falling trend, since they were high in 2016 and 2017 

but much lower in 2018 and 2019, whereas hybrid does not appear in 2019 and lexicon-based become 2 in 

2019, so we can conclude that they can be eliminated in future studied to make space for the more promising 
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methods. The decision tree method has very low appearances, since it appeared once in 2016 and once in 

2019, so it is not promising for future work. 

 

On the other hand LSTM, CNN, and KNN appear to be promising and deserve more exploration, these 

methods under deep learning techniques and show better results in recent years, starting from 2016 they 

mostly were zero used, but after that, it starts to show increasing trend wherein 2019 it reached a peak and 

suppose to continue increasing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Frequency of different methods of OM in the Arabic language from 2016 through 2019. 

 

 

 

4.6. Dialects and Methods 

Moreover, we have analyzed each dialect and the methods that show the best results, and the number of 

articles that reached these results. In Table 13 we can see many dialects that have a low number of articles 

like the Iraqi, Syrian, and Sudanese dialects where each one is covered by only one article, this means it has a 

huge shortage in opinion mining efforts, and appear to be promising to study since they are used by a high 

number of the population who has access to the social media. And since we found that LTSM and CNN are 

promising, we can see that these two new methods are not used with many extensively studied dialects like 

Egyptian and Jordanian. North Africa and Arabizi need more study and considered with the least studied 

dialects, moreover, Arabizi needs more work to be translated to Arabic text than experimented with. SVM 

and Lexicon-Based showed the best results for most of the Arabic dialects. Many Arabic dialects are still not 

studied in this period, and it will be a good chance to try new techniques of them, and dialects like 

Mauritanian, Yemeni, Libyan, and somalin. 

 

Table 13: Distribution of OM methods over the different dialects of the Arabic language. 
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SVM 7 5 6 3 1   1 2   1 2 2  1  

Naı̈ve Bayes 1 1 3  1            1 

LSTM 1    1    1         

CNN 2        1 1        
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KNN 2  1        1       

RNN   1 1  1 1           

Polynomial Networks 

(PNs) 

   1  1 1           

Rule-Based   1 2  1 1           

Lexicon-Based 8 1 5 3 3 2 2   5   2  1  1 

Decision Tree   2               

Hybrid 5 1 2 3 1 1            

Logistic regression     1  1           

CBOW        1          

 

 

 

5. Conclusion  

In Analyze Arabic dialect opinion mining from social media still require more and more effort, since we have 

systematically reviewed 223 articles covering the last four years from google scholar, after review, we 

nominated 103 related articles according to our inclusion and exclusion criteria, From each article dialect, 

dataset, and methods were extracted to analyze. We found that some Arabic dialects still don‘t have any 

effort like Mauritanian, Yemeni, Libyan, and somalin. Moreover, most countries like Egypt and Jordan have 

many spoken dialects which are mostly not well categorized and no special corpus for each sub-dialects, and 

the whole countries were studied as a single dialect. We have found four main categories‘ for datasets used: 

Twitter, Facebook, user reviews, and ready corpora, the topmost successful methods with these categories 

were SM and Lexicon-Based. We have studied the methods used with the year of publishing we have found 

that SVM is still the most successful method that produces the best results, while Lexicon-Based is 

decreasing over the last four years. On the other hand, we have found that deep learning methods like LSTM 

and CNN are become used more public and more used in the last two years. Gaps in the methods used for 

each dialect were pointed out many dialects are not well experimented and we have pointed out the shortage 

in each dialect and the methods used and several articles discussing the dialect, so in the future, we or other 

researchers can study it and try to fill the gap. Many challenges and difficulties were interfaced, some of 

them were mitigated but the others we couldn‘t, like the no fund issue limited the number of papers since 

some of the articles requires subscription charges. Search conditions can be extended to cover extra related 

subjects like sentiment analysis. We can expand this systematic review by covering a larger period by 

extending the period to cover the last 8 years instead of the last four years only. More analysis can be done on 

the dataset with each dialect and method used per year to show to trend and the gap for each dataset category 

experiment. The gaps found in certain dialects can be studied and an experiment can be conducted to build an 

opinion mining classifier. Dialects like Mauritanian, Yemeni, Libyan, and somalin can be studied to build a 

corpus and opinion mining classifier since they are never explored before. 
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