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Abstract 

Facial emotion recognition (FER) technology in autonomous vehicle drivers can considerably strengthen the 

efficiency and safety of the driving experience. The system can analyze facial expressions in real-time by 

employing advanced computer vision (CV) techniques, which identify emotions such as stress, fatigue, or 

distraction. This enables the vehicle to adapt its behavior, triggering interventions or alerts where applicable 

to alleviate possible threats. Ensuring the emotional well-being of the driver promotes a safer road 

environment, improving overall road safety and diminishing the possibility of accidents in the era of 

autonomous vehicles. FER using (Deep Learning) DL is an advanced technique that leverages deep neural 

network (DNN) to automatically interpret and identify emotions from facial expressions. DL algorithms, 

especially Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) have attained 

outstanding results in this field since they allow us to learn temporal dependencies hierarchy and features 

within the data. This research develops a novel Computer Vision with Optimal DL-based Emotion Recognition 

(CVODL-ER) model for Autonomous Vehicle Drivers. The CVODL-ER method concentrates on the 

automated classification of various sorts of emotions of autonomous vehicle drives. To accomplish this, the 

CVODL-ER technique makes use of the SE-ResNet model for learning intrinsic patterns from the driver's 

facial images. Besides, the hyper parameter tuning of the SE-ResNet model takes place via a quasi-oppositional 

Jaya (QO-Jaya) algorithm. For the recognition of driver emotions, the CVODL-ER system executes the deep 

belief network (DBN) algorithm. The performance analysis of the CVODL-ER technique takes place using a 

benchmark facial image database. The obtained results underline the improved efficiency of the CVODL-ER 

technique over other models. 
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1. Introduction 

Emotions are the features that affect a driver’s abilities near even the negative and positive sides of driving. To 

observe the emotions of driver’s, face expression recognition (FER) technology has been employed to identify the 

facial expressions of the being [1]. Face expression study will have positive effects on the emergence of human-

machine communication for secure driving performance and road security [2]. Conveying emotions commonly 

arises in dual communication approaches non-verbal and verbal communication. Verbal communication is simple 

for understanding and communicating among persons in many cases, while nonverbal communication like 

demonstration of sentiments, is complex to realize in any circumstances [3]. Camera capture is an example of the 

IoT devices in which various facial reactions of drivers for Autonomous driving methods. In entire independent 

vehicles, drivers have concern about takeover handovers, as they will be separated from certain factors of driving. 

Factors are affect efficiency like response time and the contribution of non-driving relevant challenges could be 

focused [4]. However, taking into account the crucial function of emotions, manual driving and human 

communication impact the driver's cognitive effectiveness. The identity of the face is very crucial for emotional 

sentiment identification to drivers in autonomous vehicles [5]. Automatic and intelligent face identification devices 

are extremely precise in an essential state and unrestricted, with poorer dependability in independent vehicles. 

Modern technological developments like wearable devices have allowed the analysis of emotions in real-time 

sceneries, resulting in an increasing number of studies exploring the negative effect of specified emotions while 

driving (for example, sadness, anger, or worry) [6]. Facial expression is a major prevailing indication for humans 

to convey emotional conditions. Moreover, facial expression can be a simple one to achieve and necessitate only 

easy tools, and several research workers have analysed FER and accomplished efficient accuracy [7]. Furthermore, 

the noise and body movements than the fMRI or EEG signals will minimally affect the gathering of driver facial 

emotion data in driving. Therefore, facial expression-based emotion identification is a highly proper and 

appropriate emotional reaction identification for an automatic emotional human-machine technique [8]. Computer 

vision (CV)-based deep learning (DL) techniques have been widely implemented for emotion monitoring and 

FER. Experimental analysis of deep facial recognition recapitulates facial emotions databases and gathers 

surroundings like laboratories or the internet [9]. However, the present researches are frequently executed on lab-

captured databases because of the lack of actual databases. There is no on-road driver facial database available for 

the driver FER task, and the driving tasks will defeat the facial emotions. Owing to this issue, a shortage of on-

road driver FER studies that can be important for automatic human-machine systems [10]. 

This research paper develops a new Computer Vision with Optimal DL based Emotion Recognition (CVODL-ER) 

model for Autonomous Vehicle Drivers. The CVODL-ER method concentrates on the automated classification of 

numerous types of emotions the autonomous vehicle drives. To accomplish this, the CVODL-ER technique makes 

use of the SE-ResNet model for learning intrinsic patterns from the driver's facial images. Besides, the 

hyperparameter tuning of the SE-ResNet model takes place via quasi-oppositional Jaya (QO-Jaya) algorithm. 

Eventually, the CVODL-ER technique executes the deep belief network (DBN) approach for the detection of 

driver emotions. The performance analysis of the CVODL-ER technique takes place using a benchmark facial 

image database. 

2. Related Works 

Jain et al. [11] presented a new Squirrel Search Optimization with DL-assisted FER (SSO-DLFER) algorithm that 

follows 2 main methods such as emotion recognition and face detection. Primarily, the RetinaNet system was 

utilized. Secondarily, the SSO-DLFER method implemented the NASNet massive feature extractor with a gated 

recurrent unit (GRU) architecture. The SSO-based hyperparameter tuning method has been implemented. In [12], 

a face-sensitive convolutional neural network (FS-CNNs) has been designed that includes two phases, patch 

cropping, and CNNs. The primary phase could be utilized for identifying faces in higher-resolution imageries and 

producing the faces for more processing. The secondary phase defines CNNs that could be implemented for 

predicting facial expression dependent upon landmark analytics; it can be implemented under pyramid images to 

perform the scale invariance. In [13], an automatic model was designed for the driver's real emotion recognizer 

(DRER) employing a DL. Transfer learning (TL) has been executed in the NasNet huge CNN architecture. Besides, 

a custom driver emotion identification image database was presented. 

Saranya et al. [14] provided the development of Automatic Facial Emotion Detection employing an Arithmetic 

Optimizer Algorithm with Deep-CNNs (AFED-AOADCNNs) method. The system implemented the DCNN 

technique for making the feature extractor. Subsequently, the AOA was employed for best hyperparameter tuning 

of the DCNNs technique. Lastly, the quantized neural networks (QNNs) technique was employed for recognizing 

and classifying the various types of FER. In [15], a multi-modal fusion-enabled FER method was developed, 

employing a structured light imaging camera that offers 3 categories of images - Depth Maps RGB, and Near-

infrared (NIR). The system was executed in two stages wherein the primary phase removes features from particular 
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modalities individually by employing 3D-ResNet whereas the secondary stage integrates the multi-modal features 

and categorizes the emotions. Sahoo et al. [16] projected a DL-based FER system. This study employs a TL-based 

model for FER that can support in design of an in-vehicle driver assistance model. This employs TL SqueezeNet 

1.1 for classifying various FERs. Data augmentation and data preprocessing methods like image resizing were 

used to increase the efficiency. 

In [17], an innovative technique for FER was introduced. The technique was employed neural networks 

convolutionary (FERC). The FERC must be dependent upon a CNN model of 2 measures: the primary part 

extracted the backdrop of the image; and another portion extracted the face vectors. The expressional vector was 

applied in the FERC system. The double-level CNN will be constant as well and the weight and exponent values 

fluctuate with every iteration. Chand and Karthikeyan [18] proposed an innovative technique employing CNN 

accompanied by analyzing emotions. These driving patterns have been examined and are dependent upon the 

Revolutions per Minute (RPM), vehicle’s speed, acceleration model, and FER of the drivers. The driver’s facial 

pattern could be developed with 2D-CNN method for identifying the driver’s expressions and behavior. 

3. The Proposed Method 

In this research, we have developed a novel CVODL-ER system for autonomous vehicle drivers. The CVODL-

ER method concentrates on the automated classification of numerous types of emotions the autonomous vehicle 

drives. To accomplish this, the CVODL-ER technique comprises SE-ResNet-based feature extractor, QO-Jaya 

algorithm-based hyperparameter tuning, and a DBN-based classification process. Figure 1 shows the workflow of 

CVODL-ER technique. 

 

Figure 1. Workflow of CVODL-ER technique 

A. SE-ResNet Feature Extractor 

The CVODL-ER technique makes use of the SE-ResNet model for learning intrinsic patterns from the driver's 

facial images. ResNet is used to add shortcut association branch outside the convolution (Conv) layer to form the 

basic residual learning unit and to carry out constant mapping, and then resolves the performance degradation 

problems that are challenging to train once the CNN model is extremely deeper with stacked residual learning unit 

sequentially, enables to train deep CNN (DCNN) [19]. The basic residual learning unit either increases the 

computational complexity or introduces new parameters. The ResNet is expressed as: 

𝑥𝑙 = ℎ(𝑥𝑙) + 𝐹(𝑥𝑙 , 𝑊𝐿)                                            (1) 

𝑥𝑙+1 = 𝑓(𝑦1)                                                          (2) 
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Where 𝑓() indicates the activation function and ℎ() refers to the direct mapping. 

The residual block has been represented by: 

𝑥𝑙+1 = 𝑥𝑙 + 𝐹(𝑥𝑙 , 𝑊1).                                            (3) 

The relationships among the 𝑙 layers and the deeper 𝐿 layers are: 

𝑥𝐿 = 𝑥𝑙 + ∑ 𝐹

𝐿−1

𝑖=1

(𝑥𝑖, 𝑊𝑖).                                       (4) 

The loss gradient function 𝜀 with esteem to 𝜒𝑙  in Eq. (5), according to the chain rule for the derivative applied in 

backpropagation,  

𝜕𝜀

𝜕𝑥𝑙

=
𝜕𝜀

𝜕𝑥𝐿

𝜕𝑥𝐿

𝜕𝑥𝑙

=
𝜕𝜀

𝜕𝑥𝐿

(1 +
𝜕

𝜕𝑥𝑙

∑ 𝐹

𝐿−1

𝑖=1

(𝑥𝑖, 𝑊𝑖)) =
𝜕𝜀

𝜕𝑥𝐿

+
𝜕𝜀

𝜕𝑥𝐿

𝜕

𝜕𝑥𝑙

∑ 𝐹

𝐿−1

𝑖=1

(𝑥𝑖 , 𝑊𝑖).   (5) 

𝜕

𝜕𝑥𝑙
∑ 𝐹𝐿−1

𝑖=1 (𝑥𝑖 , 𝑊𝑖) cannot be −1 all the time during the training, so it does not pose a gradient disappearance 

problem in the ResNet, and 
𝜕𝜀

𝜕𝑥𝑙
 indicates the grade of 𝐿 layer passed openly to any 𝑙 layer. It does not need deep 

network, the amount of samples in the data reduces and after the conversion of mathematical features to image 

features, so ResNet18 is adopted in this study. 

The extracted features through CNN by stacked Conv layer are represented as high‐dimensional features. The 

ResNet residual block skips the feature extractor through Conv layer and combines the feature before 𝑛 layers, 

with the Conv feature after 𝑛 layers, so that higher and lower features of dimensional can be retained, and the 

performance model can be enhanced. In addition, global average pooling is used for replacing the full connection 

(FC) layer in the traditional classical CNN, it reinforces the correlation between categories, and feature maps on 

the FC layer, which is superior suited for Conv model. Moreover, there is no parameter to be enhanced in the 

global pooling, which prevents over-fitting. Regarding the spatial transformation of input, global average pooling 

is more robust and aggregates spatial data. SE‐ResNet focuses on the interdependency among the feature channel 

convolved by 1D Conv. The SE block is accomplished by using a squeeze function that summarizes the available 

data and an excitation operator used to scale the importance of the feature map. Thus, the squeeze operator only 

removes significant data, and the excitation operator estimates the dependency between networks with the FC 

layer using non-linear function.  

B. Hyperparameter tuning using QO-Jaya Algorithm 

In this phase, the hyperparameter tuning of the SE-ResNet algorithm takes place via the QO-Jaya algorithm. 

Similar to the general heuristic method, the Jaya algorithm has popular control parameters like generation number, 

size of population, and so on [20]. The initial population will be produced arbitrarily in the series of variables. But, 

this varies from alternative heuristic methods in that the Jaya algorithm has only one upgrade function. This was 

more rapid for upgrading the population. From each generation, the population updates dependent upon Eq. (6): 

𝑊𝑔,𝑝,𝑗
′ = 𝑊𝑔,𝑝,𝑗 + 𝑟1,𝑔,𝑗(𝑊𝑔,𝑏𝑒𝑠𝑡,𝑗 − |𝑊𝑔,𝑝,𝑗|) − 𝑟2,𝑔,𝑗(𝑊𝑔,𝑤𝑜𝑟𝑠𝑡,𝑗 − |𝑊𝑔,𝑝,𝑗|),   (6) 

𝑔 = 1,2, … , 𝐺; 𝑝 = 1,2, … , 𝑃𝑜𝑝;  𝑗 = 1,2, … , 𝑛, 

Now, Pop refers to the population size, 𝐺 refers to the max generation amount; 𝑝 represents the 𝑝𝑡ℎ individual, 

𝑎𝑛𝑑 𝑔 denotes the gth generation. 𝑛 denotes the variables count; 𝑗 represents the 𝑗𝑡ℎ variable. In Eq. (7), 𝑟1,𝑔,𝑗 and 

𝑟2,𝑔,𝑗 defines the random number in [0, 1], 𝑊𝑔,𝑝,𝑗
′  is the upgraded new individual; 𝑊𝑔,𝑝,𝑗 is the previous individual. 

𝑊𝑔,𝑤𝑜𝑟𝑠𝑡,𝑗 and 𝑊𝑔,𝑏𝑒𝑠𝑡,𝑗 have been correspondingly the worst and best solutions, respectively. (𝑊𝑔,𝑏𝑒𝑠𝑡,𝑗 − |𝑊𝑔,𝑝,𝑗|) 

and (𝑊𝑔,𝑤𝑜𝑟𝑠𝑡,𝑗 − |𝑊𝑔,𝑝,𝑗|) describe the trend of the solution to the best and worst solution, correspondingly. 

During the operation, the random number performs as a scaling parameter to confirm the better exploration 

effectiveness. The worst and best solutions assure the optimistic way. At the final iteration, each satisfactory result 

should be maintained. 

Meanwhile, in the VBHF optimizer, we investigate a multi-objective complexity, the Jaya algorithm requires any 

approaches included to transform to the multi-objective algorithm of Jaya. The non‐dominance categorizations, 

notions of constraint‐dominance, and crowding distance calculation have been employed for identifying the 

position of the solution. These values are the key factors for directing the Pareto frontier.  
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The comprehensive solving stages of the multi-objective Jaya algorithm are defined as given below. 

Step 1: Pop solutions have been created arbitrarily as an initial populace. It will be organized dependent on the 

non‐dominance and constraint‐dominance principles. 

Step 2: Primarily, the constraint‐dominance was employed for first determining the dominance between solutions. 

Next, the non‐dominance and crowding distance have been executed for additional determining the significance 

of the solution. The outcome with a top position will be higher than the alternative one. If the solution has a similar 

position, then the performance with a greater crowding distance will be measured than the other. 

Step 3: Select the solution with the lowest position as the worst solution and with the top rank (rank =1) as optimum 

one. Next, the subsequent generation result will be upgraded by Eq. (7). 

Step 4: Later the performances are upgraded, and the novel solutions integrate with the previous result as 2 𝑃𝑜𝑝. 

Rearrange such solutions by the values of non‐dominance, constraint-dominance categorizing, and crowding 

distance calculation. Choosing the Pop solution as the novel populace depends on the novel categorization. 

Step 5: Go to Step 3 in order to upgrade generation until the stop principle to fulfil. 

The notion of constraint-dominance promises that possible solutions have a superior position than infeasible 

solutions. In such a possible solution, the higher solution positions are greater than the dominated solution. From 

the impossible solution, a greater position has been assigned to the solution with decreased complete constraint 

conflicts. 

QO‐Jaya algorithm describes a QO-based Jaya system that will include a notion of opposition-based learning. A 

populace contrary to the existing populace should be produced for more expand the populace and increase the 

convergence rate of Jaya. We enhance the QO populace generation approach for higher realism in encoding. Eqs 

will produce the reverse populace. (7)-(9): 

𝑎 =
𝑊𝑗

𝐿 + 𝑊𝑗
𝑈

2
,                                                                     (7) 

𝑏 = 𝑊𝑗
𝐿 + 𝑊𝑗

𝑈 − 𝑊𝑔,𝑝,𝑗 ,                                                          (8) 

𝑊𝑔,𝑝,𝑗
𝑞

= 𝑎 + (𝑏 − 𝑎) ∗ 𝑟3,                                                   (9) 

Here 𝑎 refers to the middle point of the variable, 𝑏 defines the mirror point, 𝑊𝑗
𝐿 and 𝑊𝑗

𝑈 denote the upper and 

lower limits, 𝑊𝑔,𝑝,𝑗 describes the existing population, and 𝑊𝑔,𝑝,𝑗
𝑞

 means the opposite populace, 𝑟3 denote the 

randomly generated number at [0 𝑎𝑛𝑑 1]. 

The QO-Jaya technique develops an FF to achieve improved classifier accuracy. It expresses a positive number to 

epitomize the higher efficiency of the candidate outcomes. At this point, the classifier error rate minimization has 

been regarded as FF.    

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑁𝑜. 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
∗ 100                  (10) 

C. Emotion Detection using DBN Classification 

Finally, the CVODL-ER technique applies the DBN model for the recognition of driver emotions. As a 

representative DL model with the remarkable ability of feature expression, DBN has been used extensively in 

natural language processing, fault detection, and image recognition [21]. The classical DBN includes multiple 

hidden layer (HL), an input layer, and an output layer, where the neuron from the similar layer is non‐connected 

and the neuron from the adjacent layer is fully connected (FC).  
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Figure 2. DBN architecture 

Figure 2 depicts the infrastructure of DBN. However, unlike the traditional FFNN model trained by the error 

backpropagation model, DBN is a generalization method with the stack of multiple RBM and exploits the 

unsupervised layer wise model training to improve the learning ability, avoid the local minimization, and enhance 

the training efficiency. RBM is a main branch of ANN, involving a HL and a visible layer (VL). The HL is utilized 

for the fundamental expression of data, and the VL is applied for data input and output. RBM is used to define the 

system as energy‐based. Once the sample 𝑠 = (𝑠1, 𝑠2, … , 𝑠𝑛) is inputted to RBM, then network energy is: 

𝐸(𝑠) = − ∑ ∑ 𝑤𝑖𝑗

𝑛

=𝑖+1

𝑛−1

𝑖=1𝑗

𝑠𝑖𝑠𝑗 − ∑ 𝜃𝑖

𝑛

𝑖=1

𝑠𝑖                          (11) 

In Eq. (11), the weight connecting the 𝑖𝑡ℎ and 𝑗𝑡ℎ neurons is 𝑤𝑖𝑗; 𝜃𝑖 denotes the threshold of 𝑖𝑡ℎ neurons. However, 

each neuron in RBM is fully connected, which extremely increases unnecessary complexity. Therefore, Hinton 

developed RBM. In RBM, the weight connection exists between the HL and VL. 

In general, DL has more hyper parameters; hence, the training efficacy is low. Therefore, the unsupervised layer 

wise model training is used in DBN to improve this situation. The contrastive divergence model is adopted for 

training the first‐layer RBM in DBN; then, the HL of the first‐layer RBM is applied as the VL of the second‐layer 

RBM, and likewise, the CD model is adopted for training the second-layer RBM, etc. This procedure is known as 

pre‐training. Lastly, the error backpropagation model is used for training the entire DBN, called fine‐tuning. "Pre‐

training+fine-tuning" significantly saves the cost of the training model. 

4. Performance Validation 

The performance evaluation of the CVODL-ER technique takes place using the KDEF [22] database and KMU-

FED [23] database. The KDEF database comprises 4900 samples and the KMU-FED database includes 1106 

samples. Tables 1 and 2 represent the detailed description of dual databases.  

Table 1: Details of KDEF database 

KDEF Database 

Classes No. of Images 

Afraid 701 

Angry 700 

Disgusted 700 

Happy 700 

Sad 699 

Surprised 700 

Neutral 700 

Total No. of Images 4900 
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Table 2: Details of KMU-FED database 

KMU-FED Database 

Classes No. of Images 

Afraid 200 

Angry 196 

Disgusted 120 

Happy 210 

Sad 180 

Surprised 200 

Total No. of Images 1106 

  

The classifier outcomes of the CVODL-ER methodology at the KDEF database are demonstrated in Figure 3. The 

confusion matrix provided by the CVODL-ER model on 70%TRAPH: 30%TESPH is portrayed in Figures. 3a-3b. 

The outcome shows that the CVODL-ER technique has identified and classified all 7 classes accurately. Afterward, 

the PR outcome of the CVODL-ER method is established in Figure 3c. The outcome indicates that the CVODL-

ER model has attained high PR values at 7 classes. At last, the ROC investigation of the CVODL-ER model is 

exemplified in Figure 3d. The outcome displays that the CVODL-ER model has led to proficient results with 

higher ROC rates below various classes. 

 

Figure 3. KDEF database (a-b) 70%TRAPH: 30%TESPH of confusion matrices and (c-d) PR and ROC curves 

The recognition results of the CVODL-ER method on the KDEF database are given in Table 3 and Figure 4. The 

outcomes emphasized that the CVODL-ER model appropriately recognized various emotions. With 70% of 

TRAPH, the CVODL-ER system offers an average 𝑎𝑐𝑐𝑢𝑦 of 99.76%, 𝑝𝑟𝑒𝑐𝑛 of 99.16%, 𝑟𝑒𝑐𝑎𝑙 of 99.15%, 𝐹𝑠𝑐𝑜𝑟𝑒 
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of 99.16%, and 𝐺𝑚𝑒𝑎𝑠𝑢𝑟𝑒  of 99.16%. Moreover, with 30% of TESPH, the CVODL-ER method provides an average 

𝑎𝑐𝑐𝑢𝑦 of 99.77%, 𝑝𝑟𝑒𝑐𝑛 of 99.14%, 𝑟𝑒𝑐𝑎𝑙 of 99.19%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 99.16%, and 𝐺𝑚𝑒𝑎𝑠𝑢𝑟𝑒  of 99.17%. 

Table 3: Detection outcome of CVODL-ER technique on the KDEF database 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝑺𝒄𝒐𝒓𝒆 𝑮𝑴𝒆𝒂𝒔𝒖𝒓𝒆 

TRAPH (70%) 

Afraid 99.77 99.80 98.60 99.20 99.20 

Angry 99.65 98.40 99.19 98.79 98.79 

Disgusted 99.74 99.15 98.94 99.04 99.04 

Happy 99.77 98.85 99.61 99.23 99.23 

Sad 99.77 99.60 98.80 99.19 99.19 

Surprised 99.74 98.54 99.58 99.06 99.06 

Neutral 99.88 99.79 99.37 99.58 99.58 

Average 99.76 99.16 99.15 99.16 99.16 

TESPH (30%) 

Afraid 99.80 99.50 99.00 99.25 99.25 

Angry 99.59 98.07 99.02 98.54 98.54 

Disgusted 99.80 99.56 99.13 99.34 99.34 

Happy 99.66 97.86 99.46 98.65 98.66 

Sad 99.80 99.01 99.50 99.26 99.26 

Surprised 99.86 100.00 99.11 99.55 99.55 

Neutral 99.86 100.00 99.12 99.56 99.56 

Average 99.77 99.14 99.19 99.16 99.17 

 

Figure 4. Average outcome of CVODL-ER technique under KDEF database 

Table 4 reports a detailed comparative result of the CVODL-ER technique on the KDEF database [11]. In Figure 

5, a comparative investigation of the CVODL-ER model on the KDEF database takes place in terms of 𝑎𝑐𝑐𝑢𝑦. 

The figure implies that the MULTI-CNN and ALEXNET-LDA techniques have attained the least 𝑎𝑐𝑐𝑢𝑦 values 

of 89.34% and 88.84%. Meanwhile, the HDNN, DL-FER, and GLFCNN-SVM techniques have reported closer 

𝑎𝑐𝑐𝑢𝑦 values of 96.81%, 95.98%, and 98.65%. Although the SSO-DLFER model has led to a considerable 𝑎𝑐𝑐𝑢𝑦 

of 99.69%, the CVODL-ER technique offers a maximum 𝑎𝑐𝑐𝑢𝑦 of 99.77%. 

Table 4: Comparative outcome of CVODL-ER methodology with existing methods under the KDEF database 

KDEF Database 

Methods Accuracy (%) Computational Time (sec) 

CVODL-ER 99.77 1.62 

SSO-DLFER 99.69 2.45 

MULTI-CNN 89.34 2.95 
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HDNN 96.81 2.32 

ALEXNET-LDA 88.84 3.80 

DL-FER 95.98 3.64 

GLFCNN-SVM 98.65 5.59 

 

Figure 5. 𝐴𝑐𝑐𝑢𝑦 Analysis of CVODL-ER technique under the KDEF database 

A comparative investigation of the CVODL-ER technique on the KDEF database takes place in terms of 

computational time (CT) is shown in Figure 6. The figure indicates that the GLFCNN-SVM and ALEXNET-LDA 

techniques have attained highest CT values of 5.59s and 3.80s. Meanwhile, the DL-FER, MULTI-CNN, and 

HDNN approaches have reported closer CT values of 3.64s, 2.95s, and 2.32s. Even though the SSO-DLFER 

method has resulted in a considerable CT of 2.45s, the CVODL-ER method provides a minimum CT of 1.62s. 

 

Figure 6. CT analysis of CVODL-ER technique under KDEF database 

The classifier outcomes of the CVODL-ER system on the KMU-FED database are shown in Figure7. The 

confusion matrix offered by the CVODL-ER system on 70%TRAPH: 30%TESPH is represented in Figs 7a-7b. 

The outcome stated that the CVODL-ER approach has identified and classified all 6 classes. In addition, the PR 

outcome of the CVODL-ER method is revealed in Figure 7c. The figure inferred that the CVODL-ER algorithm 

has attained high PR performance below 6 classes. Eventually, the ROC investigation of the CVODL-ER model 

is demonstrated in Figure 7d. The outcome indicates that the CVODL-ER algorithm has led to proficient outcomes 

with the highest ROC rates under numerous classes. 
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Figure 7. KMU-FED database (a-b) 70%TRAPH: 30%TESPH of confusion matrices and (c-d) PR and ROC 

curves 

The detection outcomes of the CVODL-ER algorithm on the KMU-FED database are shown in Table 5 and Figure 

8. The outcomes highlighted that the CVODL-ER system suitably detected different emotions. With 70% of 

TRAPH, the CVODL-ER method provides an average 𝑎𝑐𝑐𝑢𝑦 of 99.01%, 𝑝𝑟𝑒𝑐𝑛 of 97.36%, 𝑟𝑒𝑐𝑎𝑙 of 96.53%, 

𝐹𝑠𝑐𝑜𝑟𝑒 of 96.84%, and 𝐺𝑚𝑒𝑎𝑠𝑢𝑟𝑒 of 96.89%. Furthermore, with 30% of TESPH, the CVODL-ER method provides 

an average 𝑎𝑐𝑐𝑢𝑦 of 99.60%, 𝑝𝑟𝑒𝑐𝑛 of 98.92%, 𝑟𝑒𝑐𝑎𝑙 of 98.71%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.80%, and 𝐺𝑚𝑒𝑎𝑠𝑢𝑟𝑒 of 98.81%. 

Table 5: Detection outcome of CVODL-ER methodology on KMU-FED database 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝑺𝒄𝒐𝒓𝒆 𝑮𝑴𝒆𝒂𝒔𝒖𝒓𝒆 

TRAPH (70%) 

Afraid 98.19 90.54 100.00 95.04 95.15 

Angry 99.35 96.38 100.00 98.15 98.17 

Disgusted 98.97 100.00 89.47 94.44 94.59 

Happy 99.10 100.00 95.24 97.56 97.59 

Sad 99.74 100.00 98.53 99.26 99.26 

Surprised 98.71 97.26 95.95 96.60 96.60 

Average 99.01 97.36 96.53 96.84 96.89 

TESPH (30%) 

Afraid 99.70 98.51 100.00 99.25 99.25 

Angry 99.40 96.92 100.00 98.44 98.45 

Disgusted 99.40 100.00 95.45 97.67 97.70 

Happy 99.40 100.00 96.83 98.39 98.40 

Sad 100.00 100.00 100.00 100.00 100.00 

Surprised 99.70 98.11 100.00 99.05 99.05 

Average 99.60 98.92 98.71 98.80 98.81 
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Figure 8. Detection outcome of CVODL-ER technique under KMU-FED database 

A detailed comparative outcome of the CVODL-ER method on the KMU-FED database is reported in Table 6. In 

Figure 9, a comparative investigation of the CVODL-ER algorithm on the KMU-FED database takes place in 

terms of 𝑎𝑐𝑐𝑢𝑦. The figure shows that the FTDRF and MobileNetV3 techniques have obtained minimum 𝑎𝑐𝑐𝑢𝑦 

values of 93.17% and 94.28%. Meanwhile, the VGG16, CCNN, and GLFCNN-SVM techniques have 

demonstrated closer 𝑎𝑐𝑐𝑢𝑦 values of 94.53%, 97.79%, and 98.83%. Even though the SSO-DLFER model has 

resulted in a considerable 𝑎𝑐𝑐𝑢𝑦 of 99.50%, the CVODL-ER method provides a higher 𝑎𝑐𝑐𝑢𝑦 of 99.60%. 

 

Figure 9. 𝐴𝑐𝑐𝑢𝑦 Analysis of CVODL-ER technique under KMU-FED database 

Table 6: Comparative analysis of CVODL-ER technique with existing methods under KMU-FED database 

KMU-FED Database 

Methods Accuracy (%) Computational Time (sec) 

CVODL-ER 99.60 1.55 

SSO-DLFER 99.50 2.78 

FTDRF 93.17 5.46 

MobileNetV3 94.28 5.33 

CCNN Model 97.79 4.15 

VGG16 Model 94.53 5.67 

GLFCNN-SVM 98.83 4.63 

A comparative investigation of the CVODL-ER technique on the KMU-FED database takes place in terms of CT 

is shown in Fig. 10. The figure indicates that the VGG16 and FTDRF techniques have attained high CT values of 

5.67s and 5.46s. Meanwhile, the MobileNetV3, GLFCNN-SVM, and CCNN techniques have shown closer CT 

values of 5.33s, 4.63s, and 4.15s. Even though the SSO-DLFER approach has resulted in a considerable CT of 

2.78s, the CVODL-ER method provides a minimum CT of 1.55s. These results ensured the enhanced FER 

outcomes of the CVODL-ER technique. 
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Figure 10. CT analysis of CVODL-ER technique under KMU-FED database 

5. Conclusion  

In this study, we have developed a novel CVODL-ER system for autonomous vehicle drivers. The CVODL-ER 

approach concentrates on the automated classification of numerous classes of emotions the autonomous vehicle 

drives. To accomplish this, the CVODL-ER technique comprises a SE-ResNet-based feature extractor, QO-Jaya 

algorithm-based hyperparameter tuning, and a DBN-based classification process. Moreover, the CVODL-ER 

technique makes use of the SE-ResNet model for learning intrinsic patterns from the driver's facial images. 

Besides, the hyperparameter tuning of the SE-ResNet algorithm takes place via the QO-Jaya algorithm. For the 

recognition of driver emotions, the CVODL-ER technique applies the DBN model. The performance analysis of 

the CVODL-ER technique occurs using a benchmark facial image database. The obtained results underline the 

improved efficiency of the CVODL-ER technique over other models. 
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