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Abstract 

In the financial industry, financial fraud is an ever-evolving risk with extreme consequences. Data mining has been 

instrumental in the recognition of credit card fraud (CCF) during online transactions. CCF recognition, which is a 

data mining problem, become a challenge owing to its two main reasons - firstly, the profiles of fraudulent and 

normal behaviors modify continually and then, CCF dataset is extremely lopsided. The implementation of fraud 

recognition in credit card transactions is tremendously influenced by the sampling methodology on data, detection 

approach and variable selection utilized. The conception of the neutrosophic hypersoft set (NHSS) is a 

parameterized family that handles the sub-attributes of the parameter and is an appropriate extension of the NHSS 

to correctly evaluate the uncertainty, deficiencies, and anxiety in decision-making. In comparison to previous 

research, NHSS can accommodate additional uncertainty, which is the crucial approach to describe fuzzy datasets 

in the decision-making algorithm. This study introduces an Automated Credit Card Risk Assessment using Fuzzy 

Parameterized Neutrosophic Hypersoft Expert Set (ACCRA-FPNHES) technique. In the ACCRA-FPNHES 

technique, a three-step process is involved. As a primary step, the ACCRA-FPNHES technique designs sparrow 

search algorithm (SSA) for choosing features. In the second step, the detection of CCF takes place using FPNHES 

technique. Finally, in the third step, the parameters related to the FPNHES technique can be adjusted by arithmetic 

optimization algorithm (AOA). The simulation validation of the ACCRA-FPNHES technique can be studied on 

credit card dataset. The obtained values indicate that the ACCRA-FPNHES technique showcases better 

performance 

Keywords: Machine learning; Risk assessment; Artificial intelligence; Neutrosophic sets; Soft sets; Learning 

system 

1. Introduction 

While addressing dissimilar realistic issues, we want to select the finest choice from a list of numerous [1]. MADM 

is one of the best decision-making tools, which aids us in such procedures. The mainstream of daily decisions is 

apprehensive with ambiguity, and they must be modified to resolve numerous problems in real time [2]. Uncertain 

data is one of the most stimulating features in challenging these problems [3]. Numerous mathematical models 

have been projected to overwhelm these problems with Fuzzy Set (FS), Intuitionistic Fuzzy Set (IFS), Pythagorean 

Fuzzy Set (PFS), Generalized orthopaedic and much more [4]. In these sets, uncertainty is based on dissimilar 

functions such as membership and non-membership. Neutrosophic set (NS) model is projected as a generalization 

of the models stated above [5]. 

The digital payments market is rising, so people move near online and card-based payment modes at a quicker rate 

[6]. Where such change originates the rising problem of cyber-security and scams, which is more general. As per 

a current report, credit card scams within the next five years will cause worldwide losses [7]. An additional research 

work exposed that 80% of US credit cards presently in usage have been negotiated. Improving credit card fraud 

(CCF) recognition is important for every bank and economic organisation [8]. CCF recognition is simple and more 

effective. Machine Learning (ML)-based fraud recognition solutions can follow outlines and avert abnormal 

transactions [9]. Credit cards usually refer to a card, which is mainly allocated to the customer (cardholder), 

generally letting them buy goods and services within credit limits or take money in advance [10].  
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ML techniques are greater than conventional fraud recognition methods. They can identify more than thousands 

of patterns from huge datasets [11]. ML provides a vision of how consumers perform by understanding their usage 

of apps, transactions and payment modes. An ML method can rapidly recognize any points from usual transactions 

and consumer behaviours in real [12]. By identifying anomalies like a rapid upsurge in transactional quantity or 

position alteration, ML techniques can decrease the danger of scams and certify safer dealings [13]. Tradition fraud 

recognition models provide mistakes at the payment accesses that occasionally outcome in real customers being 

prevented [14]. With adequate training data and visions, ML systems can attain greater precision and accuracy, 

decreasing these faults besides the time needed to be consumed on executing physical analysis. Once a technique 

selects dissimilar transactional behaviours and patterns, it can well work with great datasets to distinct genuine 

expenses from fake ones [15]. The techniques can analyse vast volumes of data in minutes while providing real 

visions for enhanced decision-making skills. 

This study introduces an Automated Credit Card Risk Assessment using Fuzzy Parameterized Neutrosophic 

Hypersoft Expert Set (ACCRA-FPNHES) technique. In the ACCRA-FPNHES technique, a three-step process is 

involved. As a primary step, the ACCRA-FPNHES technique designs sparrow search algorithm (SSA) for 

choosing features. In the second step, the detection of credit card fraud takes place using FPNHES technique. 

Finally, in the third step, the parameters related to the FPNHES technique can be adjusted by arithmetic 

optimization algorithm (AOA). The simulation validation of the ACCRA-FPNHES technique can be studied on 

credit card dataset. 

2. Related Works 

Wang et al. [16] present a Multilevel Classification based Ensemble and Feature Extractor (MLCEFE) model. The 

presented technique employs Tomek and SMOTE links for solving the data imbalance issue and later utilizes PCA, 

DNN, and AE models for transforming the original variable into feature factors for extracting the features. Lastly, 

the model incorporates several ensemble learners to enhance the effects of personal credit risk classification. 

Mienye and Sun [17] introduce a fusion feature-selection method encompassing wrapper and filter steps to make 

sure that relevant factors are employed for ML technique. This model also employs the information gain (IG) 

method for ranking the features, and the leading factors are then given to the GA, which utilizes the ELM as a 

learning model. Furthermore, the optimization of the presented GA wrapper is achieved for the imbalanced 

classifier by implementing the geometric mean (G-mean) as an FF on behalf of the accuracy metric. 

In [18], a novel ensemble technique is introduced. The presented technique incorporates RF, SVM, KNN, and 

Bagging classifiers. This handles the issue of imbalance dataset associated with the most credit card datasets by 

employing the Synthetic Over-sampling Technique (SMOTE) and under-sampling techniques on few ML 

methods. In [19], a stacking ensemble ML methodology is proposed for assessing credit default risks for the P2P 

lending platform. The Max-Relevance and Min-Redundancy (MRMR) technique is employed for the FS and later 

unrelated factors are removed by implementing k-means cluster technique. Lastly, the stacking ensemble approach 

is accomplished for generating stable and precise anticipations in the feature subset. 

In [20], a synthetic multitree-based feature transformation (MTFT) technique is presented for generating factors. 

Various MTFT methodologies are implemented and aggregated to attain a novel feature set. Kovur et al. [21] 

introduce the Financial Risk Assessment with Machine Learning Engineering (FRAME) technique, which is based 

on ML and AI approaches that have two crucial contributions. Initially, the utilization of ML techniques for 

banking towards risk computation and next, granularity that accentuates customized logic through evaluation 

modelling at diverse abstract levels relating to ML techniques. 

3. The Proposed ACCRA-FPNHES Model 

In this study, we have developed an ACCRA-FPNHES method. In the ACCRA-FPNHES technique, a three-step 

process is involved SSA-based feature selection, FPNHES using detection, and AOA-based parameter selection. 

Fig. 1 establishes the entire flow of ACCRA-FPNHES technique. 
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Figure 1: Overall flow of ACCRA-FPNHES technique 

A. Stage I: SSA Feature Selection 

Initially, the ACCRA-FPNHES method designs SSA for choosing features. The SSA has an exceptional capability 

for the faster convergence rate [22]. The position of the originator modified in every round of the SSA method can 

be derived as given below: 

𝑋𝑖,𝑗
𝑡+1 = {

𝑋𝑖,𝑗
𝑡 ⋅  exp (

−𝑖

𝛼 ⋅ 𝑖𝑡𝑒𝑟 max 
) , 𝑅2 < 𝑆𝑇

𝑋𝑖,𝑗
𝑡 + 𝑄 ⋅ 𝐿, 𝑅2 > 𝑆𝑇

                                 (1) 

Here, 𝑋𝑖𝑗 and 𝑡 denotes the individual sparrow position data and existing iterations: 𝑖𝑡𝑒𝑟𝑚𝑎𝑥  represents the huge 

iterations; 𝛼 and 𝑄are random numbers, and 𝛼 ∈ [0,1]; 𝑅2 and 𝑆𝑇 stand the earlier warning and security values, 

and 𝐿 represents a matrix of 1 × 𝑑. 

𝑋𝑖,𝑗
;+1 = {

𝑄 ⋅  exp (−
𝑋𝑤𝑜𝑟𝑠𝑡 − 𝑋𝑖,𝑗

𝑡

𝑖2
) , 𝑖 > 𝑛/2

𝑋𝑝
𝑡+1 + |𝑋𝑖,𝑗

𝑡 − 𝑋𝑝
𝑡+1| ⋅ 𝐴+ ⋅ 𝐿, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                               (2) 

whereas 𝑛 defines the population size; 𝑋𝑝 and 𝑋𝑤𝑜𝑟𝑠𝑡 are the optimum location of the explorer and the poorest 

place, correspondingly and 𝐴+ = 𝑟𝑎𝑛𝑑{−1,1} ⋅ 𝐴𝑇(𝐴𝐴𝑇)−1 

Once risk is observed, sparrow populations are involved in anti‐predatory behaviour: 

𝑋𝑖,𝑗
𝑡+1 = {

𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝛽 ⋅ |𝑋𝑖,𝑗

𝑡 − 𝑋𝑏𝑒𝑠𝑡
𝑡 |, 𝑓𝑖 > 𝑓𝑔

𝑋𝑖,𝑗
𝑡 + 𝐾 ⋅ (

|𝑋𝑖,𝑗
𝑡 − 𝑋𝑤𝑜𝑟𝑠𝑡

𝑡 |

𝑓𝑖 − 𝑓𝑤 + 𝜀
) , 𝑓𝑖 = 𝑓𝑔

                          (3) 

where 𝑋𝑏𝑒𝑠𝑡  refers the more suitable position for the moment; 𝛽 describes a normal distribution random variable; 

𝐾 ∈ [−1,1]; 𝑓𝑖, 𝑓𝑔 and 𝑓𝑤 signify the values of the existent fitness, the values of the worst fitness and best fitness, 

correspondingly; and 𝜀 is the minimum constant. 

The FF considers the classifier outcomes and the quantity of attributes chosen. It increases the accuracy and 

decreases the size of the attributes chosen. Thus, the subsequent FF assesses individual solutions. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼 ∗  𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 + (1 − 𝛼) ∗
#𝑆𝐹

#𝐴𝑙𝑙_𝐹
                                    (4) 

In Eq. (4), 𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 represents the classifier error rate. 𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 is assessed as the proportion of inappropriate 

classifications to the amount of classified made, within [0,1]. (𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 is the complement of classifier 
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outcomes), #𝑆𝐹 signifies the amount of attributes chosen and #𝐴𝑙𝑙_𝐹 shows the ove rall attributes count in 

the original dataset. 𝛼 used to control the significance of classifier quality and subset length. 

B. Stage II: FPNHES Detection 

In the second step, the recognition of CCF takes place using FPNHES technique. The person who reads can 

recognize the intended study, this work presents few simple ideas and descriptions by analyzing the significant 

works [23]. In this fragment, set is stated by ℏ̂ and 𝒵 denotes a universe and 𝒳 is a set of specialists and ℕ is a set 

of thoughts, 𝐶1 = ℏ̂ × 𝒳 × ℕ. Whereas, 𝑃(𝒵) is employed as a set of power. 

Description 2.1 An ℍSe‐set 𝑌𝐻𝑆𝑒 is definite by 𝑦𝐻𝑆𝑒: 𝛬 → 𝑃(𝒵) whereas 𝛬 ⊆ 𝐶 = 𝒫 ×𝒳 × ℕ and 𝒫 = 𝛺̈ × 𝛺̈ ×

𝛺̈ ×× 𝛺̈, whereas 𝛺̈, 𝑖 = 1,2,3, … , 𝑘 display the dissimilar typical graded sets equivalent to 𝑘 dissimilar parameters 

ℵ1, ℵ2, ℵ3, … , ℵ𝑘 . 

Description 2.2 A ℍ𝑆𝑒‐set (𝑦𝐻𝑆𝑒 , 𝛬) is called a fuzzy ℍ𝑆𝑒‐set, intuitionistic fuzzy ℍ𝑆𝑒‐set, neutrosophic ℍ𝑆𝑒‐

set, whereas 𝑃(𝒵) is detached and novel things such as 𝐹(𝒵), 𝐼𝐹(𝒵), 𝑁(𝒵) are employed and the sub-sets of 𝒵 

signifying the range of fuzzy, neutrosophic sets and intuitionistic fuzzy. 

Description 2.3 A set (Ξ𝐹 , 𝐶 is named a FPsvNse‐set on 𝒵, like Ξ𝐹:𝐶1 → 𝐹𝑃(𝒵) and 𝐹𝑃(𝒵) signify a range of 

single‐value neutrosophic sub-sets of 𝒵. 

The description of FpNHse‐set and simple processes are delivered with mathematical instances. The real state 

requires the creation of FpNHse‐set, which is enclosed initially. It is a normal opinion that a jury is gathered in 

any enrollment process to question the early examined applicants. This jury normally contains a leader and 

numerous members with high experience. Every jury member is trained to assess every applicant’s capacity and 

aptness for the open sites by taking into consideration their values of sub-parametric stated by sets. Also, they are 

said to utilize their expert decision in 3D while assessing applicants for multi‐argument groups, that is, to 

recommend, discard, or stay neutral. The head has the complete authority to grade the expert’s opinions of the 

decision‐makers with regard to their tactic of approval. Overall, 3 conditions should be managed by single method 

shortly: 

1. The condition specifies the vital group of the assets into related sub‐characteristic ranks as numerous sets. 

2. The multi-argument function must be capable of managing the field, where groups are sub‐parametric to 

function. 

3. The state wants decision‐maker to current their ruling as values of neutrosophic, which assurance the 

thoughts as 3 modules such as neutral, truth, and real non‐membership. 

4. The condition is essential for the parameterized grade to measure the stage of decision under discussion. 

The presently accessible study is inadequate to provide any mathematical structure, which would consider all of 

the above-mentioned conditions together in single framework. The above-mentioned cases are handled as one 

framework utilizing the recommended structure like FpNHse‐set. Usually, it is created up of 3 modules such as 

neutrosophic context, hypersoft context, and fuzzy parameterized degree‐based context. The FpNHse context is 

essential in a huge assortment of dissimilar real conditions with selecting products, analyzing illnesses, picking 

projects, analyzing risks and much more. 

Description 3.1 The FpNHse‐set 𝑦𝐹  is definite as 𝑦𝐹 = {((𝜁/𝛾𝐹(𝜁), 𝑆̈𝑖 , 𝐺̈𝑖), 𝜂/𝛷𝐹(𝜂)); ∀𝜁 ∈ 𝒫, 𝑆̈𝑖 ∈ 𝒳, 𝐺𝑖̈ ∈ 𝒩} , 
with 𝑦𝐹 : 𝐶 → 𝐹𝑃(𝒵), 𝛷𝐹 refers to an estimated function of FpNHse‐sets like 𝛷𝐹: 𝐶 → 𝑁𝑃(𝒵). 

Example 3.2 Consider a situation where the health manager of public hospital assigns a cluster of cardiologists to 

assess the condition of heart by maintaining appropriate features and their relevant sub‐features ranks. A leader is 

main and has responsibility of taking the last decision. Also, the head can precisely observe the obtained 

perspectives with their tolerability level. Other members of the group will give their thoughts as decision‐makers. 

The discourse set {𝑃̂1, 𝑃̂2, 𝑃̂3, 𝑃̂4} contains 4 types of cardiac issues. The group members got contract on the 

parameters such as 𝑐1 =chest pain kind, 𝑐2 =resting blood pressure (mmHg), and 𝑐3 =serum cholesterol 

(𝑚𝑔/𝑑𝐿), which sets previously. Once the analysis is made carefully, the additional features are separated into 

related parametric‐valued sets, 𝐽1 = {𝑐11 =typicalangina,𝑐11 = 𝑎𝑡𝑦𝑝𝑖𝑐𝑎𝑙𝑎𝑛𝑔𝑖𝑛𝑎}, 𝐽2 = {𝑐21 = 150, 𝑐22 = 180}, 
and 𝐽3 = {𝑐31 = 320}. The cartesian product and their thoughts are signified by 𝐼 × 𝐸̂ × Ô = {(𝜁1, 𝜁2 , 𝜁3 , 𝜁4)} to 

acquire the parametric sets of features. The group members are trained to provide their clarifications in 

neutrosophic sets for each problem. The group members’ thoughts are collected beside the parameterized grade in 

the function of multi‐argument of FpNHse‐set. These elements are scheduled as follows: 
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𝛬(𝜁1/0.2, Ξ̂1, 1) = {
(𝑃̂1/ ≺ 0.5,0.3,0.4 ≻ (𝑃̂2/ ≺ 0.6,0.2,0.5 ≻

(𝑃̂3/ ≺ 0.3,0.4,0.4 ≻ (𝑃̂4/ ≺ 0.3,0.7,0.2 ≻
}, 

𝛬(𝜁2/0.3, Ξ̂2, 0) = {
(𝑃̂1/ ≺ 0.4,0.5,0.2 ≻ (𝑃̂2/ ≺ 0.2,0.7,0.3 ≻

(𝑃̂3/ ≺ 0.6,0.3,0.5 ≻ (𝑃̂4/ ≺ 0.4,0.6,0.5 ≻
}, 

𝛬(𝜁3/0.4, Ξ̂1, 0) = {
(𝑃̂1/ ≺ 0.7,0.8,0.3 ≻ (𝑃̂2/ ≺ 0.9,0.2,0.6 ≻

(𝑃̂3/ ≺ 0.3,0.7,0.6 ≻ (𝑃̂4/ ≺ 0.8,0.1,0.2 ≻
}, 

𝛬(𝜁4/0.5, Ξ̂2, 1) = {
(𝑃̂1/ ≺ 0.3,0.7,0.9 ≻ (𝑃̂2/ ≺ 0.4,0.8,0.5 ≻

(𝑃̂3/ ≺ 0.7,0.4,0.5 ≻ (𝑃̂4/ ≺ 0.6,0.7,0.3 ≻
}. 

The FpNHse‐set is defined as (𝜕, 𝑆̃) = 

{
 
 
 
 

 
 
 
 ((𝜁1/0.2, Ξ̂1, 1), 𝛬(𝜁1/0.2, Ξ̂1, 1) = {

(𝑃̂1/ ≺ 0.5,0.3,0.4 ≻ (𝑃̂2/ ≺ 0.6,0.2,0.5 ≻

(𝑃̂3/ ≺ 0.3,0.4,0.4 ≻ (𝑃̂4/ ≺ 0.1,0.7,0.2 ≻
})

((𝜁2/0.3, Ξ̂2, 0), 𝛬(𝜁2/0.3, Ξ̂2, 0) = {
(𝑃̂1/ ≺ 0.4,0.5,0.2 ≻ (𝑃̂2/ ≺ 0.2,0.7,0.3 ≻

(𝑃̂3/ ≺ 0.6,0.3,0.5 ≻ (𝑃̂4/ ≺ 0.4,0.6,0.5 ≻
})

((𝜁3/0.4, Ξ̂1, 0)), 𝛬(𝜁3/0.4, Ξ̂1, 0) = {
(𝑃̂1/ ≺ 0.7,0.8,0.3 ≻ (𝑃̂2/ ≺ 0.9,0.2,0.6 ≻

(𝑃̂3/ ≺ 0.3,0.7,0.6 ≻ (𝑃̂4/ ≺ 0.8,0.1,0.2 ≻
}

((𝜁4/0.5, Ξ̂2, 1), 𝛬(𝜁4/0.5, Ξ̂2, 1) = {
(𝑃̂1/ ≺ 0.3,0.7,0.9 ≻ (𝑃̂2/ ≺ 0.4,0.8,0.5 ≻

(𝑃̂3/ ≺ 0.7,0.4,0.5 ≻ (𝑃̂4/ ≺ 0.6,0.7,0.3 ≻
})
}
 
 
 
 

 
 
 
 

 

In abovementioned set, we get (
𝑃̂

≺0.2,0.3,0.4
≻), which represents the collective data assumed by the decision-makers 

containing membership value as 0.2(20%), ambiguous value as 0.3 (30%) and a non‐membership value as 0.4 

(40%) to illness 𝑃̂ for getting special decisions in the FpNHse‐set, note that every subsequent estimation and their 

values are intended in a method like this. 

C. Stage III: AOA-based Parameter Tuning  

Finally, in the third step, the parameters related to the FPNHES technique can be adjusted by AOA. The AOA is 

an innovative metaheuristic methodology that leverages the statistical attributes of the 4 simple arithmetic 

operations such as addition (A), multiplication (M), division (D), and subtraction (S) [24]. In a statement, the 

mathematical expression of AOA can be utilized for optimizing under a variation of distinct domains. Exploitation 

and exploration are 2 procedures that compose the optimised model in AOA.  

𝑀𝑂𝐴(𝐶𝐼𝑡𝑒𝑟) =  Min + 𝐶𝐼𝑡𝑒𝑟 ∗ (
 Max −  Min 

𝑀𝐼𝑡𝑒𝑟

)                              (5) 

𝑀𝑂𝐴(𝐶−𝐼𝑡𝑒𝑟) defines the function rate at 𝑡𝑡ℎ iteration, as expressed by Eq. (5). While the above-mentioned, 

variable 𝐶−Iter signifies the current iteration. The minimal and maximal rates are represented as “𝑀𝑖𝑛” and “𝑀𝑎𝑥” 

correspondingly. 

According to the 2 major search approaches (Division and Multiplication search approaches) that are demonstrated 

in Eq. (6), the exploration operator of 𝐴𝑂𝐴 arbitrarily explores the search region on numerous regions and methods 

to determine an optimum performance. The following position upgrading formulas can proposed for the 

exploration parts: 

𝑥𝑖𝑗(𝐶𝐼𝑡𝑒𝑟 + 1) = {

𝑏𝑒𝑠𝑡(𝑥𝑗)

𝑀𝑂𝑃 + 𝑒
∗ ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) ∗ 𝜇 + 𝐿𝐵𝑗), 𝑟2 < 0.5

𝑏𝑒𝑠𝑡(𝑥𝑗) ∗ 𝑀𝑂𝑃 ∗ ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) ∗ 𝜇 + 𝐿𝐵𝑗), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

} (6) 

The 𝑖𝑡ℎ solution at the present iteration is defined by xi (𝐶−𝐼𝑡𝑒𝑟 + 1), the 𝑖𝑡ℎ solution at 𝑖𝑡ℎ position at 𝑥𝑖𝑖(𝐶𝐼𝑡𝑒𝑟 +
1), and position of 𝑗𝑡ℎ in the best solution is defined by 𝑏𝑒𝑠𝑡(𝑥𝑗). The upper and lower boundary rates of 𝑗𝑡ℎ, 

correspondingly, 𝑈𝐵𝑗 and 𝐿𝐵𝑗, and is a small integer number. The search method can fine-tuned by setting the 

control parameter to 0.5. 

𝑀𝑂𝑃 (𝐶𝐼𝑡𝑒𝑟) = 1 −
𝐶_𝐼𝑡𝑒𝑟1/𝛼

𝑀_𝐼𝑡𝑒𝑟1/𝛼
                                          (7) 
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Whereas, 𝐶𝐼𝑡𝑒𝑟 implies the present iteration, (𝑀_𝐼𝑡𝑒𝑟) signifies the maximal iteration counts and 𝑀𝑂𝑃 is a 

coefficient. 𝑀𝑂𝑃 (𝐶𝐼𝑡𝑒𝑟) stands for the function rate at the 𝑡𝑡ℎ iteration. The accuracy of exploitation through 

iterations is represented by a sensitive parameter set at 5. 

These 2 fundamental search approaches (𝑆 and 𝐴) are defined in Eq. (8) and are utilized by the exploitation 

operators of 𝐴𝑂𝐴 (Addition (𝐴) and Subtraction (𝑆) to completely explore the searching area and methods to define 

an optimum solution. Fig. 2 represents the steps involved in 𝐴𝑂𝐴. 

𝑥𝑖, 𝑗(𝐶𝐼𝑡𝑒𝑟 + 1) = {
𝑏𝑒𝑠𝑡(𝑥𝑗) − 𝑀𝑂𝑃 ∗ ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) ∗ 𝜇 + 𝐿𝐵𝑗), 𝑟3 < 0.5

𝑏𝑒𝑠𝑡(𝑥𝑗) + 𝑀𝑂𝑃 ∗ ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) ∗ 𝜇 + 𝐿𝐵𝑗), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
} (8) 

 

Figure 2: Steps involved in AOA 

The FS is the key factor which influences the AOA performance. The hyperparameter selection technique has the 

solution encoding model for evaluating the effectiveness of the solution candidate. Here, the AOA assumed 

outcomes as the essential condition for developing the FF.  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)                                                     (9) 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                            (10) 

Where 𝑇𝑃 and 𝐹𝑃 are the true and the false positive values. 

4. Result Analysis and Discussion 

The simulation validation of the ACCRA-FPNHES method can be investigated on German credit card dataset 

[25]. The dataset contains 1000 instances with two class labels are represented in Table 1. 

Table 1: Details of dataset 

Classes Instances 

Class 1 300 

Class 2 700 

Total 1000 

https://doi.org/10.54216/IJNS.250108


International Journal of Neutrosophic Science (IJNS)                                  Vol. 25, No. 01, PP. 93-103, 2025 

99 
DOI: https://doi.org/10.54216/IJNS.250108      
Received: March 22, 2024 Revised: May 07, 2024 Accepted: June 01, 2024 

Fig. 3 displays the performance of the ACCRA-FPNHES algorithm in test dataset. Figs. 3a-3b illustrates the 

confusion matrices provided by the ACCRA-FPNHES algorithm on 70:30 of TRAS/TESS. The figure symbolises 

that the ACCRA-FPNHES method has detected and classified different classes. Also, Fig. 3c proves the PR 

investigation of the ACCRA-FPNHES method. The figure described that the ACCRA-FPNHES method has 

gained maximum values of PR on different classes. In conclusion, Fig. 3d exemplifies the ROC inspection of the 

ACCRA-FPNHES approach. The figure defined that the ACCRA-FPNHES method has resulted in proficient 

outcomes with maximum values ROC on various classes. 

 

Figure 3: Classifier outcome of (a-b) Confusion matrices and (c-d) PR and ROC curves 

The credit card fraud detection outcomes of the ACCRA-FPNHES method are inspected in Table 2 and Fig. 4. 

The outcomes appeared that the ACCRA-FPNHES system gains enriched detection outcomes under different 

classes. With 70%TRAS, the ACCRA-FPNHES technique provides average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, 𝐹𝑠𝑐𝑜𝑟𝑒, and 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 89.71%, 92.50%, 83.09%, 86.23%, and 83.09%, correspondingly. Furthermore, with 30%TESS, the 

ACCRA-FPNHES method provides average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, 𝐹𝑠𝑐𝑜𝑟𝑒, and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 89.00%, 91.87%, 

83.03%, 85.88%, and 83.03%, correspondingly.   

Table 2: Credit card fraud detection outcome of ACCRA-FPNHES model under 70%TRAS and 30%TESS 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝑺𝒄𝒐𝒓𝒆 𝑨𝑼𝑪𝑺𝒄𝒐𝒓𝒆 

TRAS (70%) 

Class 1 89.71 97.18 66.99 79.31 83.09 

Class 2 89.71 87.81 99.19 93.16 83.09 

Average 89.71 92.50 83.09 86.23 83.09 

TESS (30%) 

Class 1 89.00 96.92 67.02 79.25 83.03 

Class 2 89.00 86.81 99.03 92.52 83.03 

Average 89.00 91.87 83.03 85.88 83.03 
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Figure 4: Average of ACCRA-FPNHES method on 70%TRAS and 30%TESS 

The performance of the ACCRA-FPNHES method is clearly shown in Fig. 5 for TRAAC and VALAC curves. 

The outcome exhibits useful analysis into the behavior of the ACCRA-FPNHES technique over multiple epoch 

counts, indicating its generalization capabilities and learning process. Notably, the outcome assumes a constant 

enhancement in the TRAAC and VALAC with increasing epoch counts. It ensures the adaptive nature of the 

ACCRA-FPNHES method in the pattern detection technique under both dataset. The increased tendencies in 

VALAC outline the capability of the ACCRA-FPNHES system to adapt to the TRA dataset and excel in achieving 

correct classification on hidden dataset, specifying strong generalizability. 

 

Figure 5: 𝐴𝑐𝑐𝑢𝑦 curve of the ACCRA-FPNHES technique 
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Figure 6: Loss curve of the ACCRA-FPNHES technique 

Fig. 6 demonstrates an extensive representation of the TRALS and VALLS outcomes of the ACCRA-FPNHES 

algorithm over distinct epochs. The progressive minimize in TRALS highpoints the ACCRA-FPNHES technique 

increased the weights and minimalised the classification error on both dataset. The outcome specifies a better 

consideration of the ACCRA-FPNHES approach related to the TRA dataset, emphasizing its proficiency in 

capturing patterns within both data. Especially, the ACCRA-FPNHES technique incessantly increases its 

parameters in diminishing the differences amongst the prediction and real TRA classes. 

In Table 3 and Fig. 7, a comprehensive review of the ACCRA-FPNHES algorithm with existing techniques is 

given [26]. The outcomes indicated the superior efficiency of the ACCRA-FPNHES method with respect to 𝑎𝑐𝑐𝑢𝑦 

and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒. Based on 𝑎𝑐𝑐𝑢𝑦, the ACCRA-FPNHES method obtains high 𝑎𝑐𝑐𝑢𝑦 of 89.71% while the DT, SVM, 

Bag-DT, RF, k-NN, NB, and LIR approaches attain minimum 𝑎𝑐𝑐𝑢𝑦 of 67.00%, 71.50%, 73.20%, 74.00%, 

75.20%, 73.70%, and 76.70%, correspondingly. Likewise, based on 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒, the ACCRA-FPNHES method 

obtains high 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 83.09% while the DT, SVM, Bag-DT, RF, k-NN, NB, and LIR techniques attain reduced 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 61.00%, 55.00%, 62.00%, 64.00%, 76.00%, 77.00%, and 80.00%, correspondingly. 

Table 3: Comparative analysis of ACCRA-FPNHES algorithm with existing approaches 

Model Accuracy AUC Score 

DT  67.00 61.00 

SVM  71.50 55.00 

Bag-DT  73.20 62.00 

RF  74.00 64.00 

k-NN 75.20 76.00 

NB 73.70 77.00 

LIR 76.70 80.00 

ACCRA-FPNHES 89.71 83.09 
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Figure 7: Comparative analysis of ACCRA-FPNHES technique with recent approaches 

Thus, the ACCRA-FPNHES approach can be exploited for superior outcomes than existing techniques.  

5. Conclusion 

In this study, we have developed an ACCRA-FPNHES technique. In the ACCRA-FPNHES technique, a three-

step process is involved in SSA-based feature selection, FPNHES using detection, and AOA-based parameter 

selection. As a primary step, the ACCRA-FPNHES technique designs SSA for choosing features. In the second 

step, the detection of credit card fraud takes place using FPNHES technique. Finally, in the third step, the 

parameters related to the FPNHES technique can be adjusted by AOA. The simulation validation of the ACCRA-

FPNHES technique can be studied on credit card dataset. The obtained values indicate that the ACCRA-FPNHES 

technique showcases better performance. 
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