
Fusion: Practice and Applications (FPA)                                                      Vol. 15, No. 01. PP. 128-143, 2024 

128 
Doi: https://doi.org/10.54216/FPA.150111  
Received: August 22, 2023 Revised: December 11, 2023 Accepted: February 27, 2024 

 

 

 

 

 

Detecting Positive and Negative Deviations in Cross-Domain 

Product Reviews using Adaptive Stochastic Deep Networks 

B. Shanthini*, N. Subalakshmi 
 

Department of Computer and Information Science, Annamalai University, Chidambaram, Tamil Nadu, 

India 

Emails: shanthinib.66@gmail.com; subhaabi12@gmail.com 

 

Abstract 

The analysis of sentiment in product reviews across diverse platforms such as e-commerce website and social 

media presents a challenging task due to the inherent differences in user behaviour and review formats. This 

research introduces an innovative methodology for detecting positive and negative deviations in cross-domain 

product reviews using Adaptive Stochastic Deep Networks (ASDN) tailored for multi-platform sentiment 

analysis. ASDNs possess mechanisms that enable dynamic adaptation to changes in data distributions, domain 

shifts, or varying complexities within the input data. The proposed framework aims to capture refined variations 

in sentiment expression across disparate platforms by incorporating adaptive stochasticity within deep neural 

networks. By adapting dynamically to changes in review styles, language use, and sentiment patterns unique to 

each platform, the ASDN architecture facilitates the identification of nuanced sentiment shifts. Through extensive 

experimentation on comprehensive datasets spanning Amazon, Facebook, and Instagram, the efficacy of the 

ASDN model in detecting positive and negative sentiment deviations across diverse platforms is demonstrated. 

This research contributes to advancing the understanding of sentiment dynamics across distinct social platforms 

and e-commerce sites, paving the way for more robust and adaptable models in cross-domain sentiment analysis. 

Keywords: Adaptive Stochastic Deep Networks; Deep Neural Networks; Cross-domain; e-commerce Website; 

Sentiment Analysis. 

1. Introduction 

In the digital era, the evolution of consumer behavior and the proliferation of online platforms have reshaped the 

landscape of product evaluation and feedback dissemination. Two primary domains that significantly influence 

consumer opinions and purchasing decisions are e-commerce sites and social media platforms [1]. These sites 

allow people to share their thoughts, views, and feelings about items and services, thereby shaping the perceptions 

of potential buyers. E-commerce platforms have emerged as centralized hubs for comprehensive product reviews 

and evaluations [2]. Within these digital marketplaces, consumers engage in the meticulous documentation of 

their product experiences, offering detailed narratives encompassing the pros, cons, functionalities, and overall 

satisfaction levels with the purchased items [3]. 

Product reviews on e-commerce sites are often characterized by structured textual content, enriched with 

quantitative ratings, specifications, and frequently accompanied by multimedia elements such as images or videos 

[4]. Such evaluations are critical in aiding prospective buyers decision-making processes, providing insights into 

product performance, durability, usability, and overall customer satisfaction [5]. Social media platforms, including 

Facebook, Instagram, Twitter, and others, serve as dynamic arenas where users share concise yet expressive 

opinions and experiences. Within these platforms, user-generated content manifests as succinct reviews, 

comments, posts, or images encapsulating fleeting sentiments, often accompanied by visual elements or emoticons 

[6]. Product evaluations on social media platforms unfold as snapshots of user sentiments, frequently characterized 

by informal language, emotive expressions, and the amalgamation of textual content with multimedia components 

[7]. These bite-sized expressions encapsulate the immediate reactions, recommendations, or grievances of users, 

fostering a sense of community-driven opinion-sharing and influencing peer perceptions. The divergence in the 

nature and style of product reviews between e-commerce sites and social media platforms underscores the nuanced 
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behaviors of users within distinct digital ecosystems [8]. E-commerce sites facilitate in-depth, structured 

evaluations contributing to informed purchase decisions, while social media platforms foster a more spontaneous, 

community-driven environment, shaping perceptions through concise and visually enriched user-generated 

content [9]. 

The assessment of sentiment in product reviews serves as a pivotal aspect of understanding consumer preferences, 

influencing purchasing decisions, and guiding market strategies [10]. In the contemporary digital era, where 

consumers actively engage and express their opinions across diverse online platforms such as e-commerce 

websites, social media, and forums, comprehending the nuanced sentiment variations becomes a crucial 

endeavour. The dynamic and diverse nature of these platforms results in a rich tapestry of user-generated content, 

comprising reviews characterized by varying linguistic styles, sentiments, and user engagement patterns. This 

research aims to delve into the development and evaluation of ASDNs tailored explicitly for cross-domain 

sentiment analysis in product reviews. Through extensive experimentation and analysis, we seek to elucidate the 

efficacy of ASDNs in discerning positive and negative deviations, offering insights into nuanced sentiment shifts 

across platforms. 

This research focuses on the identification and analysis of positive and negative deviations within cross-domain 

product reviews, particularly across platforms like Amazon, Facebook, and Instagram as shown in fig 1.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Data Collection Process 

In the subsequent sections, we elaborate on the architecture design of ASDNs, delineate the methodology adopted 

for model training and evaluation, and present the experimental results, culminating in comprehensive insights 

into the detection of sentiment deviations across diverse product review domains. 

2. Related Work 

Reading feedback from consumers before making an online purchase has become commonplace; nevertheless, 

some businesses utilize ML algorithms to produce fraudulent reviews in order to promote favourable brand images 

of their own goods and bad brand images of rivals offers. In this paper [11], we describe a unique feature 

engineering strategy for detecting the issue of fake reviewers by developing a unique M-SMOTE model that is 

trained on a balanced dataset and feature distributions. The results show that this model outperforms earlier 

machine learning methods. 

This research [12] examines the phenomenon of review manipulation by analyzing variations in rating 

distributions and proposing a detection technique that identifies review bias. The degree to which the associated 

departs from the median is used to quantify the severity of review manipulation. Then, for biased review 

identification, deep learning algorithms were used to learn concealed textual depictions of un manipulated 

reviews. [13] The proposed model introduces an automated sentiment analysis approach that classifies user 

reviews as negative, positive, or neutral emotions. It also identifies deceptive ratings from other users on the social 

media platform, aiming to aid the user in making informed decisions. 

 

Amazon Dataset Facebook Instagram 

Data Sources 

Data Processing 
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Sentiment analysis is the problem of extracting people’s opinions from text using computational language 

processing tools. [14] Suggested a mixture of several RNNs models employing distinct word embeddings in this 

study. Fake reviews, often known as false opinions, are used to mislead consumers and have lately gained 

popularity. The proposed methodology adopted in this work [15] used a standard fake hotel review dataset for 

experimenting and data preprocessing methods and an approach for extracting features and their representation. 

In order to fill this void in research, the present study [16] investigates consumer happiness via aspect-level 

sentiment analysis and visual analytics. Additionally, it aims to identify subjective opinions related to certain 

aspects and predict emotions that have not been evaluated yet across several categories. 

Despite the relatively large quantity of data created, the identification of spam reviews in Arabic internet sources 

is a relatively new issue. As a result, this work [17] adds to this area by offering four alternative Arabic spam 

reviews detection algorithms, with an emphasis on the development and assessment of an ensemble approach. 

Emotional recognition has emerged as an important subject of research that may reveal a wide range of significant 

inputs. Word embeddings are widely used in NLP activities. This work [18] proposes the use of Deep Learning 

Assisted Semantic Text Analysis (DLSTA) to identify human emotions by leveraging large datasets. 

This research [19] addresses the issue of spam reviews in electronic shopping, crucial for maintaining genuine 

product feedback. Existing supervised methods face limitations due to manual labeling inaccuracies, data 

imbalance, and computational costs in assessing review similarities. A review representation model that 

successfully utilizes the domain context is presented in this study [20] and is based on linguistic characteristics 

that are dependent on behavior and mood. 

Online reviews are becoming more crucial for making purchasing decisions. Before making an acquisition, 

consumers often consult internet reviews for feedback. This research [21] provided a unique paradigm for 

assessing online review ratings using ML methods. This system employs a mix of text pre-processing and feature 

extraction techniques. Because of the growing amount of Internet transactions, fake customer review detection 

has gained a lot of attention in recent years. [22] Presented are two NN models that include both the conventional 

bag-of-words approach and the consideration of word context and customer emotions. These models aim to 

enhance the accuracy of detecting fraudulent reviews. 

Cognitive computing is an interdisciplinary academic topic that uses electronic models to imitate human cognitive 

processes. This study [23] investigates the effect of two key textual variables, namely word count and review 

readability, on sentiment classification performance. Consumers might be deceived by counterfeit reviews. An 

excessive quantity of fraudulent evaluations has the ability to lead to significant harm to properties and cause 

public relations crises [24].  

Therefore, it is crucial to identify and screen out fraudulent reviews. However, owing to the use of single 

characteristics and a lack of labeled experimental data, most current algorithms have lesser accuracy in identifying 

false reviews [25]. By using cutting-edge feature engineering methods and optimizing hyperparameters to increase 

prediction accuracy and reduce overfitting, this study expands on that base. Using historical market data, the 

research incorporates global demand-supply patterns, sentiment analysis of the market, and important economic 

indicators as predictive elements [26]. 

In this [27], using Stacked Autoencoders, an ideal Deep Neural Network based architecture is utilized for the 

categorization of credit score data. In this case, SA is used to extract the dataset’s characteristics. Research has 

been done to increase the capacity and identify assaults without compromising the network’s efficiency when 

technology first emerged. Two methods have been presented for the learning phase. First, to solve the problems 

in ID using PID (Perimeter Intrusion Detection) with MLP (Multi-Layer Perception) and quantum classifier, 

second, to characterize a collection of articles that depend on preparation and testing using the PID with MLP and 

quantum classifier algorithm, which is generally useful. Use the suggested techniques in order to meet all 

requirements, including increased consistency, accuracy, and efficiency [28]. 

In this study, we are addressing the challenge where transformations from positive to negative review sentiments 

or vice versa are recognized as potentially misleading or fake deviations. The proposed solution aims to overcome 

this challenge through the implementation of Adaptive Stochastic Deep Networks within cross-domain product 

reviews. 

3. Proposed Model 

Our research focuses on data sources from multiple platforms like Amazon, Facebook, and Instagram to analyze 

cross-domain product reviews and detect variations in positive and negative sentiments. An overall architecture 

of proposed model is shown in fig 2. 
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Figure 2: Overall Design of the Proposed Model 

Gather labeled datasets from Amazon, Instagram, and Facebook containing reviews with known deviations 

(positive or negative). Pre-process the data using various steps to ensure data quality, consistency, and 

compatibility with the chosen modeling techniques. Extract relevant features from the reviews using the Non-

Negative Matrix Factorization (NMF) method that captures differences between original and subsequent reviews. 

Train the model using the labeled dataset, utilizing features that encapsulate deviations in reviews using Adaptive 

Stochastic Deep Networks.  

3.1 Pre-processing 

Pre-processing steps for a product review dataset typically involve several key procedures to clean, prepare, and 

organize the data before using it for analysis or machine learning tasks. Here are some common pre-processing 

steps: 

Removal of Anonymous Users: 

Identify reviews or entries where the user information is missing or labeled anonymously. Filter out these reviews 

or entries from the dataset if they don’t add value to the analysis. Let D represent the dataset. Let U be the set of 

users and R be the set of reviews. 
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𝐷′ = 𝐷 − {𝑟 ∈ 𝑅: 𝑢𝑠𝑒𝑟(𝑟) 𝑖𝑠 𝑎𝑛𝑜𝑛𝑦𝑚𝑜𝑢𝑠}    (1) 

Where D′ is the updated dataset with anonymous reviews removed. 

Removal of Duplicate Products: 

Detect and remove product entries that are duplicated within the dataset. Criteria for duplication might include 

identical product names, descriptions, or unique identifiers. Let P be the set of products. 

𝐷′′ = 𝐷′ − {𝑝 ∈ 𝑃: 𝑐𝑜𝑢𝑛𝑡(𝑝) > 1}        (2) 

Where D′′ is the dataset after removing duplicate product entries. 

Removal of Inactive Users and Unpopular Products: 

Define criteria for identifying inactive users (users who haven't contributed reviews within a certain time frame) 

or unpopular products (products with very few reviews).Remove reviews associated with inactive users or 

products that don’t meet predefined popularity thresholds. Let Ui represent inactive users, and Pu represent 

unpopular products. 

𝐷′′′ = 𝐷′′ − {𝑟 ∈ 𝑅: 𝑢𝑠𝑒𝑟(𝑟) ∈ 𝑈𝑖 𝑜𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑡(𝑟) ∈ 𝑃𝑢}       (3) 

Where D′′′ is the dataset after removing reviews associated with inactive users and unpopular products. 

Resolution of Product Variation: 

By Mapping or dictionary that links synonymous brand names or product variations to a single canonical name. 

Use string matching is useful to identify and consolidate brand name variations. Replace synonyms or variations 

with the standardized brand name throughout the dataset. Let B be the set of brand names. Let M be the 

mapping/dictionary of synonyms. 

𝑟𝑒𝑠𝑜𝑙𝑣𝑒(𝑏) = 𝑀[𝑏]𝑓𝑜𝑟 𝑏 ∈ 𝐵        (4) 

Where 𝑟𝑒𝑠𝑜𝑙𝑣𝑒(𝑏) represents the resolved canonical name for the brand b. 

3.2 Feature Extraction 

Non-Negative Matrix Factorization (NMF) is used as a feature extraction technique for product review datasets 

to capture underlying patterns or topics within the textual data. NMF extracts essential themes from product 

reviews, distinguishing between positive and negative sentiments by decomposing the review matrix into 

interpretable components. By identifying distinct topics or patterns in non-negative data, NMF enables the capture 

of sentiment-related features, aiding in the differentiation and characterization of positive and negative aspects 

within the reviews. This technique offers a structured representation as shown in fig 3, allowing for deeper insights 

into sentiments and content across different sentiment categories within the product review dataset. 

 

 

 

 

 

 

 

 

 

Figure 3: Feature Extraction Method 

A mathematical representation of Non-Negative Matrix Factorization (NMF) applied to a product review dataset 

to extract features related to positive and negative reviews are given below: 
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Suppose we have a document-term matrix V representing the product reviews. This matrix is of size m×n, where 

m is the number of reviews, and n is the number of unique terms (words, features, etc.) in the reviews. 

NMF factorizes the matrix V of dimensions m x n, where each element is ≥ 0,   into two non-negative matrices W 

and having dimensions m x k and k x n respectively H, aiming to approximate V as the product of W and H: 

𝐴𝑚×𝑛 =  𝑊𝑚×𝑘𝐻𝑘 ×𝑛           (5) 

In the context of positive and negative reviews, the matrices W and H would capture latent patterns or topics 

present in the reviews, potentially segregating the data into positive and negative sentiment-related features. The 

interpretation of these matrices would involve analyzing the topics/components and associated terms to 

understand the underlying sentiments expressed in the reviews. 

3.3 Adaptive Stochastic Deep Networks 

Adaptive Stochastic Deep Networks (ASDNs) offer a sophisticated framework designed to detect nuanced 

sentiment deviations in cross-domain product reviews across diverse platforms. These networks dynamically 

adjust their structures and parameters, incorporating adaptive mechanisms and controlled stochasticity to discern 

positive and negative deviations. By seamlessly adapting to varying linguistic styles and user behaviors, ASDNs 

capture subtle shifts in sentiment expressions, fostering robust sentiment analysis. Their adaptability enables 

effective modeling of nuanced sentiment dynamics within disparate e-commerce sites, social media platforms, 

and forums. ASDNs stand poised to revolutionize sentiment analysis methodologies, unraveling the complexities 

of cross-domain reviews and influencing informed consumer decisions. 

Let X represent the input data comprising cross-domain product reviews. Y denotes the corresponding sentiment 

labels indicating positive or negative sentiment for each review. 

Consider an ASDN with L layers, denoted as L={1,2,...,L}, including input, hidden, and output layers. 

The output of each layer l can be represented as: 

 𝑍(𝑙) = 𝜎(𝑊(𝑙) ⋅ 𝐴(𝑙−1) + 𝑏(𝑙))         (6)  

Where: 

𝑍(𝑙)is the output of layer l. 

𝑊(𝑙)represents the weight matrix for layer l. 

𝐴(𝑙−1)is the activation output from the previous layer. 

𝑏(𝑙)denotes the bias vector for layer l. 

𝜎represents the activation function applied element-wise. 

Stochastic elements, such as dropout or stochastic activation functions, can be introduced within the ASDN 

architecture. For instance, consider the inclusion of dropout regularization: 

𝐴𝑑𝑟𝑜𝑝𝑜𝑢𝑡
(𝑙−1)

=  𝐴(𝑙−1) ⊙  𝐷(𝑙−1)       (7) 

Where: 

𝐴𝑑𝑟𝑜𝑝𝑜𝑢𝑡
(𝑙−1)

is the output after applying dropout to the activation. 

𝐷(𝑙−1)is a binary dropout mask. 

⊙ denotes element-wise multiplication. 

The loss function for training the ASDN could be defined using a suitable measure like cross-entropy loss: 

𝐽(𝑊, 𝑏) = −
1

𝑚
∑ [𝑌𝑖𝑙𝑜𝑔(�̂�𝑖) + (1 − 𝑌𝑖)𝑙𝑜𝑔 (1 − 𝑙𝑜𝑔(�̂�𝑖))]

𝑚

𝑖=1
       (8) 

Where: 

𝐽(𝑊, 𝑏)is the overall loss function. 
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𝑚represents the number of samples. 

𝑌𝑖denotes the true label for the ith sample. 

�̂�𝑖 is the predicted probability for the ith sample. 

Adaptive mechanisms such as learning rate adaptation or layer-wise adaptation techniques can be incorporated 

within the optimization algorithm, altering the network's weights and biases during training based on the 

performance feedback. Adaptive optimization algorithm that dynamically adjusts the learning rates for individual 

parameters based on past gradients. 

The update steps for the parameters W of the network using Adam can be expressed as: 

𝑚𝑡 = 𝛽1. 𝑚𝑡−1 + (1 − 𝛽1) ⋅ 𝛻𝐽(𝑊)        (9) 

𝑣𝑡 = 𝛽2. 𝑣𝑡−1 + (1 − 𝛽2) ⋅ (𝛻𝐽(𝑊))
2

       (10) 

�̂�𝑡 =  
𝑚𝑡

1 − 𝛽1
𝑡        (11) 

𝑊𝑡+1 =  𝑊𝑡 − 𝛼 ∙
�̂�𝑡

√�̂�𝑡 + 𝜖
        (12) 

Layer normalization is a technique that normalizes the outputs of each layer to stabilize training. 

For each layer l, the normalization process can be represented as: 

𝜇𝑙 =  
1

𝑚
∑ 𝑧𝑖

(𝑙)
𝑚

𝑖=1
       (13) 

𝜎𝑙 =  √
1

𝑚
∑ (𝑧𝑖

(𝑙)
− 𝜇𝑙)

2
+ 𝜖

𝑚

𝑖=1
      (14) 

�̂�𝑖
(𝑙)

=  
𝑧𝑖

(𝑙)
− 𝜇𝑙

𝜎𝑙

       (15) 

Where: 

• 𝑧𝑖
(𝑙)

represents the activations of the ith neuron in layer l. 

• 𝑚denotes the number of neurons in the layer. 

• 𝜇𝑙and 𝜎𝑙 are the mean and standard deviation of the layer activations. 

• �̂�𝑖
(𝑙)

represents the normalized activations. 

These equations demonstrate the mathematical representations of adaptive mechanisms in neural network training, 

exemplifying how learning rate adaptation and layer-wise adaptation can be formalized mathematically within a 

neural network training process. 

Pseudocode for Adaptive Stochastic Deep Networks 

FUNCTION trainDeepNetwork(trainingData): 

InitializeStochasticDeepNetwork()  # Initialize the network architecture 

FOR each epoch in trainingData: 

ForwardPropagate(trainingData)  # Pass data through the network 

CalculateLoss()  # Calculate loss using a defined loss function 

BackwardPropagate()  # Backpropagation to update weights 
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RETURN trainedNetwork 

FUNCTION detectDeviations(trainedNetwork, newData): 

predictedLabels = PredictLabels(trainedNetwork, newData) 

positiveDeviations = [] 

negativeDeviations = [] 

FOR each data point in newData: 

        IF predictedLabels[data point] == "positive": 

positiveDeviations.Append(data point) 

        ELSE IF predictedLabels[data point] == "negative": 

negativeDeviations.Append(data point) 

      RETURN positiveDeviations, negativeDeviations 

 

The above pseudocode outlines a structure for training an adaptive stochastic deep network using training data 

and then using the trained network to detect positive and negative deviations in new data. The 

𝑡𝑟𝑎𝑖𝑛𝐷𝑒𝑒𝑝𝑁𝑒𝑡𝑤𝑜𝑟𝑘function is responsible for training the network, while the 𝑑𝑒𝑡𝑒𝑐𝑡𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑠function uses 

the trained network to classify deviations in new data into positive and negative categories based on predicted 

labels. Here are the main steps represented: 

Initialization: Initialize the parameters of the ASDN network. 

Training Loop: Iterate through a certain number of epochs. Within each epoch, divide the dataset into mini-

batches. 

Forward Propagation: Perform forward propagation through the network to obtain predicted outputs. 

Loss Computation: Calculate the loss between predicted outputs and actual labels. 

Backward Propagation: Perform backward propagation to compute gradients. 

Parameter Update: Update the parameters of the network using an optimization algorithm based on computed 

gradients. 

Inference: After training, the network is ready for inference, making predictions on new data (new_reviews). 

ASDNs, through their adaptive mechanisms, dynamically tailor their architectures and learning strategies to 

accommodate variations in linguistic styles, user behaviors, and review formats present in cross-domain product 

reviews. By integrating controlled stochasticity within their structures, ASDNs excel at capturing subtle nuances 

in sentiment expressions, enabling them to discern the positive and negative deviations prevalent in reviews across 

platforms like e-commerce sites. 

Bonferonni Correction 

The Bonferroni adjustment is a strategy used in test of statistical hypotheses to overcome the problem of multiple 

comparisons. When running many statistical tests at the same time, the danger of false positives or Type I errors 

increases. The Bonferroni correction adjusts the significance level (alpha) used in individual tests to control the 

overall error rate at the desired level. 

Let assume, significance level at α=0.05. This is the likelihood of committing a Type I mistake (false positive) in 

a single test. Determine the total number of statistical tests which is represented as m. To apply the Bonferroni 

correction, divide the original significance level (α) by the number of comparisons (m): 
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𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒 𝐿𝑒𝑣𝑒𝑙 =   𝛼 / 𝑚       (16) 

This adjusted significance level (α/m) becomes the new threshold for statistical significance in each individual 

test to control the overall error rate. Bonferroni correction adjusts the significance level for individual tests to 

mitigate the risk of false positives when conducting multiple tests. 

4. Results and Discussions 

4.1 Dataset Description 

Amazon dataset was collected from https://www.kaggle.com/datasets/lokeshparab/amazon-products-dataset. Its 

product data is divided into 142 categories in .csv format, as is the whole dataset. Each csv file includes ten 

columns, and each row contains product information. Amazon is an American Tech Multi-National Company 

whose business interests include E-commerce, where they purchase and store product, as well as handles 

everything from shipment and billing to customer support and refunds. The features of Dataset are described in 

table 1. 

Table 1: Features Description in Dataset 

NAME DESCRIPTION 

name The product’s name 

main_category The product’s major category 

sub_category The product’s primary category 

image The product image looks like 

link The product’s Amazon reference link 

ratings The product ratings provided by Amazon customers 

no of ratings The amount of Amazon shopping reviews for this product 

discount_price The product’s discounted pricing 

actual_price The product’s real MRP 

 

4.2 Performance Evaluation for Review Deviation 

When comparing deviations in product reviews (fake or manipulated) across different platforms like Amazon, 

Instagram, and Facebook, we can employ various performance evaluation metrics to assess the effectiveness of 

your detection methods. Here are some evaluation metrics suitable for identifying deviations in reviews: 
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Mean Absolute Deviation (MAD) of Rating score 

A sentiment analysis can play a crucial role in determining a rating score for products or services based on reviews 

or opinions expressed by users. Calculate the average absolute differences between predicted deviations and actual 

deviations. This metric quantifies the average magnitude of deviations, providing a baseline for comparison. By 

calculating the MAD of the rating score of the current review from the average rating score of all reviews related 

to the same product is given as: 

𝑴𝑨𝑫 𝑹𝒂𝒕𝒊𝒏𝒈 𝒔𝒄𝒐𝒓𝒆  =  𝑚𝑚𝑠(∣ 𝑟𝑠(𝑟) − 𝑎𝑣𝑔𝑐 ∈ 𝑝(𝑟)(𝑟𝑠(𝑐)) ∣)          (17) 

Where, 𝑟𝑠(𝑟) represents the rating score for the current review r.𝑎𝑣𝑔𝑐 ∈ 𝑝(𝑟)(𝑟𝑠(𝑐)) denotes the average rating 

score for all reviews c related to the same product item that the current review r addresses.𝑝(𝑟) represents the set 

of all reviews discussing the same product item as review r.The formula computes the Mean Absolute Deviation 

using the Min-Max-Scaler (MMS) to normalize the score deviation. The Min-Max-Scaler normalizes values 

between a specified range (often between 0 and 1).The formula quantifies how much the rating score of a particular 

review deviates from the original rating score of both positive and negative reviews discussing the same product 

item, and it normalizes this deviation using the Min-Max-Scaler for consistency. 

 

Sentiment Ratio 

Sentiment Ratio refers to the ratio or proportion of the prevailing sentiment polarity (positive or negative) 

compared to all sentiments expressed in the review. 

𝑺𝒆𝒏𝒕𝒊𝒎𝒆𝒏𝒕 𝑹𝒂𝒕𝒊𝒐 =  𝑎𝑣𝑔𝑟 ∈ 𝑅  ∣ 𝐷𝑃𝑊𝑜𝑟𝑑𝑠(𝑟) ∣ / ∣ 𝑃𝑊𝑜𝑟𝑑𝑠(𝑟) ∣         (18) 
Where, ∈ 𝑅: Denotes the average value for review. 𝐷𝑃𝑊𝑜𝑟𝑑𝑠(𝑟): Represents the sentiment words with dominant 

polarities (positive or negative) in review 𝑟.𝑃𝑊𝑜𝑟𝑑𝑠(𝑟): Denotes all sentiment words present in review r. 

The above formula measures the proportion of sentiment words with dominant polarities (positive or negative) in 

a review compared to all sentiment words present in that review. The formula computes the purity of sentiment 

in a review by considering the ratio of sentiment words with dominant polarities to all sentiment words in that 

review. 

Standard Deviation 

The standard deviation (SD) of a dataset is a measure of its variance or dispersion. It estimates how much every 

point of data deviate from the dataset's mean (average) value. It Measure the variability of deviations from the 

mean deviation across the datasets. A higher standard deviation signifies greater variability in deviations. 

The SD of a dataset X with n data points may be calculated using the following formula: 

Given a dataset X with data points 1, 𝑥2, . . . , 𝑥𝑛: 

1. Calculate the mean (𝜇) of the dataset: 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1
       (19) 

2. Determine the sum of the squared discrepancies between each data point and the mean: 

𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 =  (𝑥1 − 𝜇)2, (𝑥2 − 𝜇)2, … . , (𝑥𝑛 − 𝜇)2       (20) 

3. Find the average of these squared differences: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
1

𝑛
∑ (𝑥𝑖 − 𝜇)2

𝑛

𝑖=1
       (21) 

4. Finally, take the square root of the average squared difference to get the standard deviation: 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑆𝐷) =  √𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒       (22) 

The mean value from which data points deviate or are dispersed is quantified by the standard deviation. The metric 

offers valuable information regarding the dispersion or fluctuation of the data relative to the mean. A larger 

standard deviation signifies increased variability, while a smaller one suggests reduced variability or greater 

consistency within the dataset. 
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Root Mean Squared Error (RMSE) 

Utilized frequently, the RMSE quantifies the average discrepancy between the predicted and actual results of a 

dataset. By imposing a greater penalty on larger deviations, RMSE offers valuable insights into the accuracy of 

the model. 

The formula to calculate RMSE involves the following steps: 

Given a dataset with n data points, actual values yi, and corresponding predicted values y^i for =1 to n: 

1. Calculate the squared differences between the actual and predicted values for each data point: 

𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 =  (�̂�1 − 𝑦1)2, (�̂�2 − 𝑦2)2, … , (�̂�𝑛 − 𝑦𝑛)2       (23) 

2. Find the average of these squared differences: 

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑆𝐸) =  
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)2

𝑛

𝑖=1
         (24) 

3. Compute the square root of the mean squared error to obtain RMSE: 

𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 =  √
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)2

𝑛

𝑖=1
       (25) 

The root mean square error (RMSE) is a metric that measures the average deviation between projected values and 

actual values. It serves as an indicator of the accuracy of a predictive model in forecasting numerical results. A 

smaller root mean square error (RMSE) signifies superior accuracy, implying that the model's predictions are in 

closer proximity to the actual values. Conversely, a higher RMSE signifies larger prediction errors, indicating 

lower accuracy in the model's predictions. 

Precision and Recall 

Precision and recall are often used assessment measures in binary classification tasks to gauge the effectiveness 

of a model's predictions. They are particularly crucial for handling unbalanced datasets, characterized by a 

substantial variation in the number of occurrences across various classes. 

Precision quantifies the degree of correctness in the positive predictions generated by the model. The term 

"precision" refers to the ratio of accurately predicted positive cases to all instances projected as positive, including 

both true positives and false positives. 

The formula for precision is:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 / (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)       (26) 

Recall quantifies the model's capacity to accurately detect all positive events. It quantifies the accuracy of 

predicting positive cases by comparing the number of accurately predicted positive instances to the total number 

of actual positive instances. 

The formula for recall is:  

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 / (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)     (27) 

Precision and recall are both measured on a scale of 0 to 1, with greater values indicating superior performance. 

Additionally, The F1-score is calculated by taking the harmonic mean of accuracy and recall, which are measures 

that may be combined. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙) / (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)        (28) 

The F1-score is a statistic that strikes a compromise between accuracy and recall. It is particularly valuable in 

binary classification tasks since it takes into account both false positives and false negatives. When evaluating 

deviations across different platforms (Amazon, Instagram, Facebook), consider performing these evaluation 

metrics separately for each platform and then comparing the results. The normalization of top 20 brands in amazon 

dataset is shown in fig 4. 
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Figure 4: Normalization of Number of Reviews in Amazon Dataset 

After Applying the Bonferroni correction in the context of filtering candidates who provide both positive and 

negative reviews while deviating from their original reviews across various platforms. These steps filtered 207 

reviews which are deviated from original opinion of the product from various data sources as shown in fig 5 and 

6. The deviations of Top 20 products from various data sources are shown in table 2. 

Table 2: Deviation for Top 20 Products from various data sources 

No. of Reviews 61708 

No. of Positive Reviews 52634 

No. of Negative Reviews 9074 

Deviated from original opinion 207 

Deviated from Positive to Negative 113 

Deviated from Negative to Positive 94 

Total Positive Reviews 52521 

Total Negative Reviews 8980 
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Figure 5: Total Review for the Products 

 

Figure 6: Deviations from Original Review 

Lift Value: 

The lift value is the ratio of the predicted rate to the baseline rate. The baseline rate represents the probability of 

the targeted outcome occurring without any intervention or predictive model. This is often the natural occurrence 

rate in the absence of any targeting or strategy. The predicted rate is the probability of the targeted outcome 

occurring when using predictive model or strategy.  

𝑙𝑖𝑓𝑡 = (𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)  (29) 

 

 

Table 3: Comparison of Performance Evaluation 

Model MAD Sentiment 

Ratio 

SD RMSE Precision Recall F1-

Score 

Bonferroni 

correction 

LIFT 

LSTM 0.32 3:1  

(Pos: Neg) 

0.22 0.40 0.83 0.75 0.79 0.01 0.773 

https://doi.org/10.54216/FPA.150111


Fusion: Practice and Applications (FPA)                                                      Vol. 15, No. 01. PP. 128-143, 2024 

141 
Doi: https://doi.org/10.54216/FPA.150111  
Received: August 22, 2023 Revised: December 11, 2023 Accepted: February 27, 2024 

CNN 0.35 2:1 

(Pos: Neg) 

0.25 0.43 0.85 0.78 0.81 0.01 0.758 

Bi-

LSTM 

0.30 2:1 

(Pos: Neg) 

0.20 0.38 0.86 0.79 0.82 0.01 0.795 

BERT 0.25 4:1 

(Pos: Neg) 

0.18 0.35 0.90 0.85 0.87 0.00833 0.800 

K-BERT 0.24 4:1 

(Pos: Neg) 

0.17 0.34 0.91 0.86 0.88 0.00833 0.825 

ASDN 0.22 3:1 

(Pos: Neg) 

0.15 0.32 0.94 0.90 0.92 0.00833 0.912 

 

Figure 7: Comparison of MAD, SD and RMSE 

 

 

Figure 8: Comparison of Precision, Recall, F1-Score and LIFT values 

From the above Table 3 and fig 7 and 8, MAD is lower for models like K-BERT (0.24) and Proposed model 

(0.22), indicating better average accuracy in predictions compared to the other models. Sentiment Ratio showcases 

the distribution of sentiments in the dataset for each model. Standard Deviation is lower for models like K-BERT 

(0.17) and proposed model (0.15), indicating less variability in predictions. RMSE is lower for models like K-

BERT and Proposed model, indicating better accuracy in predicting continuous values. Precision, Recall, and F1-

score are higher for models like K-BERT (0.91, 0.86, and 0.88) and proposed model (0.94, 0.80, and 0.92) 

respectively which indicating better performance in correctly identifying positive and negative sentiments. The 
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Bonferroni correction involves dividing the original significance level (assumed 0.05) by the number of 

comparisons conducted. If comparing multiple models against each other, this correction adjusts the significance 

threshold to account for multiple comparisons. 

5. Conclusion 

The development and application of ASDNs for detecting positive and negative deviations in cross-domain 

product reviews culminate in a conclusion that underscores their significance and potential impact in sentiment 

analysis across diverse platforms. ASDNs represent a pivotal advancement in sentiment analysis methodologies, 

showcasing their adaptability in handling the intricate challenges posed by cross-domain product reviews. Their 

ability to dynamically adapt to varying linguistic styles and user behaviors across platforms empowers them to 

capture nuanced sentiment shifts comprehensively. The utilization of ASDNs results in enhanced robustness and 

accuracy in detecting positive and negative deviations within cross-domain reviews. Their integration of 

controlled stochasticity allows for precise differentiation between subtle sentiment variations, leading to more 

refined and accurate sentiment analysis outcomes. ASDNs have the potential to significantly impact consumer 

decision-making processes by offering deeper insights into sentiment dynamics across e-commerce sites, social 

media platforms, and forums. Future endeavors could focus on optimizing ASDN architectures, exploring 

additional adaptive strategies, and enhancing interpretability for broader applicability and understanding. 

Additionally, investigating methods to process and analyze multimodal reviews (e.g., text, images, videos) by 

extending ASDNs to effectively incorporate and learn from diverse data types. This could lead to a more 

comprehensive understanding of sentiment and deviations present in reviews. 
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