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Abstract 

 

Leukemia recognition and classification contain the identification of dissimilar kinds of leukemia, a group of blood 

cancers that affects the bone marrow and blood. A classical model containing microscopic analysis of blood smears 

to classify abnormal cells analytic of leukemia. Leukemia recognition employing a united technique of neutrosophic 

logic and deep learning (DL) signifies a new and complete approach to handling uncertainty and difficulty in medical 

data. Neutrosophic logic permits the representation of unstated or imperfect data, which is general in medical analyses. 

DL mainly convolutional neural networks (CNN) or recurrent neural networks (RNN), which can mechanically 

remove difficult patterns from medicinal imageries, improving the accuracy of leukemia recognition. The 

neutrosophic logic module accommodates the characteristic uncertainty in medicinal data, offering a formalism to 

manage imperfect or inaccurate data linked with the analysis procedure. The combination of these dual techniques 

generates a robust structure which capable of leveraging both the control of DL in image analysis and the flexibility 

of neutrosophic logic in dealing with uncertainties, contributing to more trustworthy and interpretable leukemia 

recognition methods.  This study develops a new Salp Swarm Algorithm with a Neutrosophic Logic SVM (SSA-

NSVM) model for Leukemia Detection and Classification. The SSA-NSVM technique mainly exploits Neutrosophic 

Logic (NL) concepts with the DL model for the detection of leukemia. To attain this, the SSA-NSVM model uses 

bilateral filtering (BF) based image pre-processing. In addition, the SSA-NSVM approach applies a modified densely 

connected networks (DenseNet) technique for learning complex and intrinsic feature patterns. Besides, the 

hyperparameter range of the modified DenseNet system takes place utilizing a SSA. At last, the NSVM technique is 

employed for the detection and identification of leukemia. The performance validation of the SSA-NSVM algorithm 

is verified utilizing a benchmark medicinal image dataset. The simulation values emphasized that the SSA-NSVM 

model reaches better detection outcomes than other existing approaches.  
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1. Introduction 

Leukemia is a kind of blood cancer that originates in the bone marrow leads to a huge amount of unusual blood cells 

[1] are commonly named leukemia or blast cells cannot able to fully develop. The potential signs like bone distress, 

bleeding, weariness, bruising, fever, and a high danger of infection. A lack of normal blood cells causes such kind of 

indications. Blood analysis or bone marrow biopsy must be generally utilized to execute the identification [2]. The 
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real reasons for leukemia may be unrecognized by researchers. It performs to be the effect of a combination of genetic 

and environmental aspects. A major problem in the domain of disorder analysis is the exact discrepancy of malignant 

leukocytes with lower cost at the earlier phases of the illness to be more complex [3]. Generally, leukemia analysis 

can be separated into two types: translational or clinical and basic research. Translational or clinical research considers 

reviewing disease in a particular and directly appropriate way like testing the new drugs in humans [4]. Alternatively, 

the research analyses the disease method like whether a suspicious carcinogen will cause the leukemic variations in 

separated cells in the lab [5]. While microscopic analysis of PBS is a major prevalently employed technique for 

diagnosing leukemia, gaining and testing bone marrow biopsy becomes the gold standard for leukemia identification.   

In recent times, proficient systems to analyze tumorous gene data are improving, and machine learning (ML) methods 

have been presently employed [6]. ML will support intelligence and automated methods, increase development, 

accuracy, and minimize expenses [7]. During the past years, numerous researchers have employed ML and computer-

aided diagnosis (CAD) techniques for laboratory image study, supporting to address the restrictions of a final stage 

leukemia analysis and identifying its subcategories [8]. The researcher workers have examined blood smear images 

for analyzing, counting, and distinguishing the cells in diverse categories of leukemia. ML is a popular subdivision of 

artificial intelligence (AI), encompassing methods and mathematical correlations that are rapidly presented to the field 

of medical examination [9]. ML permits computers to be automated without clear involvement and learns from that 

familiarity. ML ensemble techniques and deep learning (DL) are indicated higher effective for categorizing biological 

data [10]. 

This study develops a new Salp Swarm Algorithm with a Neutrosophic Logic SVM (SSA-NSVM) model for 

Leukemia Detection and Classification. The SSA-NSVM technique mainly exploits Neutrosophic Logic (NL) 

concepts with the DL model for the detection of leukemia. To complete this, the SSA-NSVM system initially uses 

bilateral filtering (BF) based image pre-processing. In addition, the SSA-NSVM approach applies a modified densely 

connected networks (DenseNet) method for learning complex and intrinsic feature patterns. Also, the hyperparameter 

range of the modified DenseNet sytem takes place utilizing SSA. At last, the NSVM method is used for the detection 

and identification of leukemia. The performance validation of the SSA-NSVM method is verified utilizing a 

benchmark medical image dataset. 

2. Literature Review 

Talaat and Gamel [11] proposed an innovative classification method. The developed technique involves three major 

stages namely (1) Feature Extraction, (2) Image_Preprocessing, and (3) Classification. An optimized-Convolution 

Neural Network (OCNN) was employed for classification. OCNN has been employed for identifying and categorizing 

the image as normal or abnormal. A fuzzy optimizer was employed to enhance the hyperparameter of CNN. Still, it is 

advantageous to utilize fuzzy logic (FL) in the OCNN. Sriram et al. [12] intended to automate the method employing 

ML. Primarily, automated detection and calculating of WBC has been achieved. VGG16 and CNN model-based DL 

methods were integrated for categorization and counting WBC categories at segmented images. Jha et al. [13] 

examined a wide-ranging analysis of automatic acute lymphoblastic leukemia (ALL) identification methods 

employing image processing and artificial intelligence (AI) methods. In ML–based techniques, features of blood smear 

images have been removed individually however, this stage is not needed in DL–based techniques. For images from 

the ALL-IDB, classification outcomes of various methods have been evaluated. 

Elrefaie et al. [14] presented an enhanced standard for categorizing ALL microscopic images. Primarily, innovative 

image preprocessing methods have been utilized. The K-means clustering technique could be also employed for 

segmentation. Similarly, the noticeable features must be removed by employing an empirical mode decomposition 

(EMD) dependent upon the Hilbert-Huang conversion. MATLAB tasks have been employed and related. The 

Bayesian regularization (BR) technique was deployed in the neural networks (NNs). By utilizing NNs, alternative 

machine algorithms should be employed, assessed, and contrasted with NNs. Das et al. [15] implemented an 

innovative and efficient method. A new Orthogonal SoftMax Layer (OSL)-based Acute Leukemia recognition 

technique that includes ResNet18-based deep feature extractor after that effective OSL-based classification has been 

developed. The OSL can be combined with the ResNet18 for categorization. Therefore, it incorporates ResNet 

advantages (identity mapping and residual learning) with the advantages of OSL-based classification. Also, additional 

dropout and ReLU layers have been presented for the model. 

Bhute et al. [16] developed an ensemble learning-based techniques. Ensemble learning was employed for determining 

patterns and predicting the existence of the disease. Various pre-trained techniques have been deployed in this work 

for recognized diverse types of leukemia. Pretrained architectures like InceptionV3, VGG16, and ResNet50 could be 

moderately simple methods for implementing ensemble learning to image analysis, and thus, they can be enhanced 

for feature extraction and classification. In [17], a deep feature selection (FS)-based technique ResRandSVM was 

developed. This technique employs 7 DL methods such as ResNet50, VGG16, ResNet152, InceptionV3, 
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DenseNet121, MobileNetV2, and EfficientNetB0 for deep feature extraction. Next, Random Forest (RF), analysis of 

variance (ANOVA), and principal component analysis (PCA) are the three FS methods have been employed for the 

extraction. In conclusion, the chosen feature map was provided a 4 various methods for classification. 

3. Neutrosophic Sets 

Here, the neutrosophic set is presented with their fundamental notions and properties with illustrative example [18]. 

Definition 2.1.1: Consider a universe of discourse as 𝑁 and a neutrosophic set 𝐴 on 𝑁 is described by the following 

equation: 

𝐴 = {〈𝑛, 𝑇𝐴(𝑛), 𝐼𝐴(𝑛), 𝐹𝐴(𝑛)〉, 𝑛 ∈ 𝑁} 
Here 𝑇, 𝐼, 𝐹:𝑁 →]−0, 1+[ and −0≤ 𝑇𝐴(𝑛) + 𝐼𝐴(𝑛) + 𝐹𝐴(𝑛) ≤ 3+. 

From philosophical perspective, neutrosophic set take the value within [0,1 ], since it is challenging to apply 

neutrosophic set with non‐standard or real standard subset of ]−0, 1+]. 
Definition 2.1.2: A neutrosophic set 𝐴 is confined in other neutrosophic sets 𝐵, if 

𝑇𝐴(𝑛) ≤ 𝑇𝐵(𝑛), 𝐼𝐴(𝑛) ≤ 𝐼𝐴(𝑛), 𝐹𝐴(𝑛) ≥ 𝐹𝐵(𝑛) for all 𝑛 ∈ 𝑁. 
Definition 2.1.3: An component 𝑥 of 𝑈 is named significant regarding neutrosophic set 𝐴 of 𝑈 when the degree of 

falsity‐membership or indeterminancy‐membership or truth‐membership values, viz., 𝐹𝐴(𝑛) or 𝐼𝐴(𝑛)𝑜𝑟 𝑇𝐴(𝑛)  ≤ 0.5. 

If not, we call it insignificant. Also, falsity‐membership and indeterminacy‐membership is not crucial for the 

neutrosophic set and the truth‐membership:  

𝐴 = {< 𝑛: 𝑇𝐴(𝑛), 𝐼𝐴(𝑛), 𝐹𝐴(𝑛) >, 𝑛 ∈ 𝑈},where  min{𝑇𝐴( , 𝐹𝐴(𝑛)𝑛)
 } ≤ 0.5,  min{𝑇𝐴(𝑛), 𝐼𝐴(𝑛)} ≤ 0.5,  min{𝐹𝐴(𝑛), 𝐼𝐴(𝑛)} ≤

0.5, for all 𝑛 ∈ 𝑈, with the condition 0 ≤ 𝑇𝐴(𝑛) + 𝐼𝐴(𝑛) + 𝐹𝐴(𝑛) ≤ 2. 

Example 2.1.4: Consider 𝑈 = {𝑛1, 𝑛2, 𝑛3},  where 𝑛1  denotes the ability, 𝑛2  symbolizes the trustworthiness and 

𝑛3 specifies the object prices. Furthermore, consider that the value of 𝑛1, 𝑛2 and 𝑛3 within [0,1] and they are attained 

from some questionnaire of certain expert. Assume 𝐴 as an intuitionistic neutrosophic set (IN S) of 𝑈,  

𝐴 = {< 𝑛1, 0.3,0.5,0.4 >,< 𝑛2, 0.4,0.2,0.6 >,< 𝑛3, 0.7,0.3,0.5 >}, 
Where the degree of falsity of ability is 0.4, degree of goodness of ability is 0.3, and degree of indeterminacy of ability 

is 0.5 and so on. 

Definition 2.1.5: Consider 𝑁 is a objects with generic components in 𝑁 represented as 𝑛. A neutrosophic set 𝐴 in 𝑁 

is represented as a indeterminacy membership function 𝐼𝐴(𝑛), a falsity membership function 𝐹(𝑛), and a truth‐

membership function 𝑇𝐴(𝑛)  if the function 𝐼𝐴(𝑛),  𝐹𝐴(𝑛),  𝑇𝐴(𝑛)are singletons subsets or subintervals in the real 

standard [0,1] , viz.,  𝐼𝐴(𝑛): 𝑁 → [𝑂, 1],  𝐹𝐴(𝑛): 𝑁 → [𝑂, 1]],  𝑇𝐴(𝑛): 𝑁 → [0,1] . Next, the neutrosophic set 𝐴  is 

represented as 𝐴 = {< 𝑛: 𝑇𝐴(𝑛), 𝐼𝐴(𝑛), 𝐹𝐴(𝑛) >, 𝑛 ∈ 𝑁}. 
Definition 2.1.6: Assume 𝑁  as a objects with generic components in 𝑁  represented as 𝑛 . An SVNS A in 𝑁  is 

represented as a truth‐membership function 𝑇𝐴, an indeterminacy membership function 𝐼𝐴() and a falsity‐membership 

function for all the points  𝑛 ∈ 𝑁, 𝑇𝐴(𝑛),  𝐼𝐴(𝑛),  𝐹𝐴(𝑛)  ∈ [0,1].  Thus, a SVNS A is formulated by 𝐴𝑆𝑉𝑁𝑆 = {<
𝑛: 𝑇𝐴(𝑛), 𝐼𝐴(𝑛), 𝐹𝐴(𝑛) >, 𝑛 ∈ 𝑁}. 
For two SVNS,𝐴𝑆𝑉𝑁𝑆 = {< 𝑛: 𝑇𝐴(𝑛), 𝐼𝐴(𝑛), 𝐹𝐴(𝑛) >, 𝑛 ∈ 𝑁} and 𝐵𝑆𝑉𝑁𝑆 = {< 𝑛: 𝑇𝐵(𝑛), 𝐼𝐵(𝑛), 𝐹𝐵(𝑛) >, 𝑛 ∈ 𝑁}, the 

subsequent formula is described by, 

𝐴𝑁𝑆 ⊆ 𝐵𝑁𝑆  if and only if 𝑇𝐴(𝑛) ≤ 𝑇𝐵(𝑛), 𝐼𝐴(𝑛) ≥ 𝐼𝐵(𝑛), 𝐹𝐴(𝑛) ≥ 𝐹𝐵(𝑛). 𝐴𝑁𝑆 = 𝐵𝑁𝑠  if and only if 𝑇𝐴(𝑛)= 𝑇𝐵(𝑛), 
𝐼𝐴(𝑛) = 𝐼𝐵(𝑛), 𝐹𝐴(𝑛) = 𝐹𝐵(𝑛). 𝐴

𝑐 =< 𝑛, 𝐹𝐴(𝑛), 1 − 𝐼𝐴(𝑛), 𝑇𝐴(𝑛) > 

SVNS A is represented as 𝐴 =< 𝑇𝐴(𝑛), 𝐼𝐴(𝑛) 𝐹𝐴(𝑛) >for any 𝑛 ∈ 𝑁; for two SVNSs A and B. Then, 

(1) ∪ 𝐵 =< max (𝑇𝐴(𝑛), 𝑇𝐵(𝑛)), min(𝐼𝐴(𝑛), 𝐼𝐵(𝑛), min(𝑇𝐴(𝑛), 𝑇𝐵(𝑛)) > 

(2) ∩ 𝐵 =< min (𝑇𝐴(𝑛), 𝑇𝐵(𝑛)), max(𝐼𝐴(𝑛), 𝐼𝐵(𝑛), max(𝑇𝐴(𝑛), 𝑇𝐵(𝑛)) > 

 

4. The Proposed Method  

In this paper, we have presented a novel SSA-NSVM procedure for leukemia recognition and identification. The SSA-

NSVM approach mainly exploits NL concepts with the DL model for the detection of leukemia. It comprises different 

kinds of sub-processes such as BF-based preprocessing, DenseNet-based feature extractor, SSA-based hyperparameter 

selection, and NSVM-based classification process. Fig. 1 demonstrates the entire procedure of the SSA-NSVM model. 
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Figure 1: Overall process of SSA-NSVM model 

A. Image Pre-processing  

Initially, the SSA-NSVM approach uses BF-based image pre-processing. BF aids as a great device to improve the 

excellence of medicinal imageries by efficiently decreasing noise while maintaining vital structural particulars and 

edges [19]. By striking a balance between noise suppression and edge protection, BF guarantees that refined features 

indicative of leukemia cells are precisely taken and emphasized. This refined pre-processing stage plays an essential 

part in enhancing later analysis and classification models, offering them clean and useful input data. The flexibility of 

bilateral filtering permits customization to fluctuating imaging states, further strengthening its value in leukemia 

analysis. Its dual-domain technique considers both spatial proximity and strength resemblance and permits exact 

feature extractor which is crucial for accurate recognition. By refining input data, BF authorizes ML techniques to 

distinguish subtle patterns and features of leukemia cells, finally foremost to more reliable diagnosis and classification 

results.  

B. DenseNet Model 

The SSA-NSVM technique uses a modified DenseNet model for learning complex and intrinsic feature patterns. 

DenseNet121 comprises several dense blocks, each one comprises of several convolution layers [20]. Inside all the 

dense blocks, the input to all the convolution layers is the concatenation of the mapping feature of every preceding 

layer. This densely linked structure creates DenseNet to carry out optimum feature reprocessing, efficiently decreasing 

the number of parameters and enhancing the entire computation effectiveness. Besides, this structure also supports 

improving the vanishing gradient problem.  

𝑋𝑙 = 𝐻𝑙([𝑋0, 𝑋1, … , 𝑋𝑙−1]),                                          (1) 
Whereas, 𝑋𝑙 defines the mapping feature. [𝑋0, 𝑋1, … , 𝑋𝑙−1] signifies the mapping feature that is linked to the layer 

and 𝐻𝑙(⋅) stands for the composite function that comprises rectified linear units (ReLU), batch normalization (BN), 

and convolutional. 

Conversely, as the layer counts of the network develop deeper, the channel counts progress superior, and the parameter 

counts develop greater which creates it complex to train a deeper system. Accordingly, DenseNet also comprises a 

vital Transition Layer for connecting 2 dense blocks. The layer of transition decreases the channel counts of the 

acquired mapping feature to half of the new and carries out downsampling to split the size, making simpler the 

computation and enhancing the computation effectiveness. 
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Figure 2: Architecture of DenseNet121 

The presented technique exploits an enhanced version of the DenseNet121 model. This architecture includes a change 

in network parameters and meta‐parameter. Fig. 2 demonstrates the framework of the DenseNet121 model. 

As a piece-wise linear task, Rectified linear unit (ReLu) directly yields the input or else, it produces 0. It improves 

network performance, although adding an activator function occupies more of the computation memory and increases 

the volume of calculation. Moreover, the ReLu function doesn’t eliminate the negative portion, which learns more 

features through the network and causes a superior movement of gradients. According to Eq. (2), we mathematically 

defined Mish, as a non‐monotonic activation function.  

𝑓(𝑥) = 𝑥𝑡𝑎𝑛ℎ(𝑙𝑛(1 + 𝑒𝑥))                                               (2) 

When compared to the ReLu function, the Mish activation function better enhances the DL performance. The network 

parameter differs from the function of ReLu and is replaced with 𝑀 function of activation. Stochastic gradient descent 

with momentum (SGDM) technique helps speed up gradient vector to accomplish fast converging. Instead of using 

only the gradient of the existing step, The SGDM approach acquires the gradient of the prior step to define the 

direction. Rectified Adam (RAdam) is a special type of Adam optimizer to resolve the alteration of the adaptive rate 

of learning. The essential characteristics of the RAdam optimizer are high accuracy and fast convergence. The changes 

made in the network meta‐parameter are to use RAdam and change the SGDM optimizer. 

C. Hyperparameter Tuning using SSA 

In this study, the hyperparameter range of modified DenseNet model takes place by employing SSA. The SSA 

describes a bio‐inspired algorithm [21]. Salps are marine organisms characterized by the Salpidae family, with a 

luminous barrel-structured body that can be nearly similar to jellyfish. They are moving the same as jellyfish, utilizing 

their body to drive water for momentum. While technical exploration on salps is quiet at earlier phases, their swarming 

behavior is the most attractive feature of the types. Salps frequently procedure a swarm that is termed a salp chain 

from deep waters like oceans. Although the correct causes for this behavior were unidentified, a few research workers 

believe it is employed for increasing movement via synchronized modifications and searching. The exclusive features 

of salps must stimulate the improvement of the SSA method that imitates the swarming behavior of salps for resolving 

optimizer difficulties. It has revealed excellent outcomes in different optimization tasks because of its capability for 

balancing exploration and exploitation. However, additional researches are required to comprehend and apply the 

complete perspective of the SSA technique. 

The subsequent steps reviewed the fundamental stages of the original SSA: 

1. Parameters Initialization. 

This stage of SSA includes producing an early population of candidate solution in which every solution. This 

initialization stage usually involves arbitrarily allocating that makes an initial set of candidate solution. Then it is 

assessed through fitness function (FF) like the Addition of Squared Error (SSE) that calculates the excellence of the 

solution. The candidate solution have been categorized dependent on their fitness, and the fittest decision will be 

chosen for producing the subsequent production of candidate solution. To increase the variety of the populace, SSA 

implements a local search process that troubles the fittest outcomes for determining the neighboring search space. The 
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operator of a local search supports avoiding untimely convergence and improving the probabilities of identifying good 

solutions. The initialization stage of SSA performs a vital function to find the quality of the last result. A well‐

developed initialization stage could produce different collections of candidate solution. It raises the probability of 

determining a higher‐quality result and enhancing the method’s rate of convergence. 

2. The Salp Chains architecture. 

In this stage, the SSA comprises categorizing the solutions into binary types such as followers and leaders that are 

dependent upon their main function values. The leader set will be positioned in front of the salp chain to manage the 

alternative decision. The populace of solution should be denoted as a 2D matrix in which every row signifies many 

solutions, and all solutions exist as a d‐dimension vector. Now, the variable d denotes dimension for the optimizer 

difficulty (Eq. 3). The leader set’s location will be upgraded by applying Eq. (4), where 𝑐2 and 𝑐3 refers to random 

numbers, 𝑥𝑑
1 describes a leader solution, 𝑑 defines the food source,  𝐹(𝑑) denotes the decision variable, and 𝑐1 refers 

to a coefficient measured by Eq. (5). The follower set’s solutions have been updated by applying Eq. (6), where 𝑥𝑑
𝑚−1 

and 𝑥𝑑
𝑚 describes the 𝑑𝑡ℎ dimension of the prior and existing solution at iteration 𝑚− 1 and 𝑚, respectively. This 

SSA method upgrades solutions in its implementation for exploring the search space of the optimizer difficulties 

according to the search tactic of the method. 

𝑆𝑆𝐴𝑀 =

[
 
 
 
𝑥1
1 𝑥2

1 … 𝑥𝑑
1

𝑥1
2 𝑥2

2 … 𝑥𝑑
2

⋮ ⋮ … ⋮
𝑥1
𝑚 𝑥2

𝑚 … 𝑥𝑑
𝑚]
 
 
 

.                                (3) 

𝑥𝑑
1 =

{
 

 
⌊𝐹(𝑑) + 𝑐1 × ((𝑢𝑏𝑑 − 𝑙𝑏𝑑) × 𝑐2 + 𝑙𝑏𝑑)⌋

                           𝑐3 ≥ 0,

⌊𝐹(𝑑) − 𝑐1 × ((𝑢𝑏𝑑 − 𝑙𝑏𝑑) × 𝑐2 + 𝑙𝑏𝑑)⌋

                            𝑐3 < 0

          (4) 

𝑐1 = 2 × 𝑒𝑥𝑝−
(
4𝑙

𝐿max
)
2

                             (5) 

𝑥𝑑
𝑚 =

1

2
(𝑥𝑑

𝑚 + 𝑥𝑑
𝑚−1)                               (6) 

Step 3:Stop condition. 

At this stage, the performance of SSA (like stage 2) should be ended depending upon the quality of the last outcomes 

or accomplishment of the predetermined count of iterations. 

The fitness function (FF) is the significant factor manipulating the performance of SSA. The hyperparameter range 

method contains the solution encode technique to assess the effectiveness of the candidate solution. In this paper, the 

SSA considers accuracy as the foremost principle to project the FF that is conveyed as.  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)                                                        (7) 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                            (8) 

Here, 𝑇𝑃 and 𝐹𝑃 indicate the true positive value and false positive value, correspondingly. 

D. NSVM-based Classification Process 

Lastly, the NSVM method is used for the recognition and identification of leukemia. Set a training set 𝑆 enclosing 𝑛 

considered points (𝑥1, 𝑦1), … , (𝑥𝑛 , 𝑦𝑛), whereas 𝑥𝑗 ∈ 𝑅𝑁 and 𝑦𝑗 ∈ {−1,1}, 𝑗 = 1,… , 𝑛 [22]. Assume the negative and 

positive samples are divided by a hyperplane. SVM's purpose is to discover an optimum result by boosting the margin 

𝑀 near the splitting hyperplane that is equal to the decrease ‖𝑤‖ by the restraint: 

𝑦𝑗(𝑤 ⋅ 𝑥𝑗 + 𝑏) ≥ 1                                                    (9) 

The original samples cannot able to be divided by the hyperplane, then SVM convert the samples of the original into 

the highest dimension space by employing a non‐linear map. Let 𝛷(𝑥) represent the map from 𝑅𝑁  to the highest 

dimension space Z. A hyperplane wants to originate in the highest dimension space with the highest border as: 

𝑤 ⋅ 𝑧 + 𝑏 = 0                                                       (10) 

For every point (𝑧𝑗 , 𝑦𝑗) , whereas 𝑧𝑗 = 𝛷(𝑥𝑗) : 

𝑦𝑗(𝑤 ⋅ 𝑧𝑗 + 𝑏) ≥ 1, 𝑗 = 1,… , 𝑛.                                   (11) 

If the database is not functionally separate, the soft border has been permitted by presenting 𝑛 non‐negative variable, 

signified by = (𝜉1, 𝜉2, … , 𝜉𝑛), so the restraint for every sample in Eq. (11) has been modified as: 

𝑦𝑗(𝑤 ⋅ 𝑧𝑗 + 𝑏) ≥ 1 − 𝜉𝑗 , 𝑗 = 1, … , 𝑛.                          (12) 

The optimum hyperplane is the solution: 
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𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1

2
𝑤 ⋅ 𝑤 + 𝐶∑𝜉𝑗

𝑘

𝑗=1

                                       (13) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑗(𝑤 ⋅ 𝑧𝑗 + 𝑏) ≥ 1 − 𝜉𝑗 , 𝑗 = 1, … , 𝑛.                     (14) 

Where Eq. (13) evaluates the border among support vector, and the 2nd term assesses the number of mis-

classifications. The constant variable 𝐶 adjusts the balance among the highest margin and the lowest classifier error. 

Next, 𝑥̂ is mapped to 𝑧̂, the classification outcome 𝑦̂ is assumed as: 

𝑦̂ = 𝑠𝑖𝑔𝑛(𝑤 ⋅ 𝑧̂ + 𝑏)                                                (15) 
The neutrosophic set is a simplification of the fuzzy and traditional set. 1 The step of neutralities <Neut-A> is 

presented. Usually, a neutrosophic set is signified as < 𝑇, 𝐼, 𝐹 >. A section 𝑥(𝑡, 𝑖, 𝑓) fits the set in the next method: it 

is 𝑓 false, 𝑖 indeterminate and 𝑡 true; whereas 𝑖, 𝑓, 𝑎𝑛𝑑 𝑡 are real numbers that are captured from sets 𝑇, 𝐼, and 𝐹. 
Numerous investigation outcomes have revealed that the normal SVM is highly complex to outliers. At this point, a 

neutrosophic set for the input sample dependent upon the spaces among the class centers and sample is provides. 

When combined into the re-formulated SVM, the neutrosophic set aids in resolving the issues of outlier and discovers 

the 3D distribution of training sample. Input samples related to the definite neutrosophic set have been signified as a 

set of points (𝑥𝑗 , 𝑦𝑗 , 𝑡𝑗, 𝑖𝑗 , 𝑓𝑗), 𝑗 = 1,… , 𝑛. For input sample 𝑥𝑗 belongs to class 𝑦𝑗, it is 𝑡𝑗 true, 𝑖𝑗 indeterminate, and 𝑓𝑗 

false. The center of positive samples 𝐶+, negative samples 𝐶−, and all samples 𝐶𝑎11 have been well-defined as below: 

𝐶+ =
1

𝑛+
∑𝑥𝑘

𝑛+

𝑘=1

, 𝐶− =
1

𝑛−
∑𝑥𝑘

𝑛−

𝑘=1

, 𝐶𝑎𝑙𝑙 =
1

𝑛
∑𝑥𝑘

𝑛

𝑘=1

                      (16) 

Whereas 𝑛− and 𝑛+ denotes the amount of negative and positive samples, correspondingly. 

We signify 𝑃, 𝑁, and 𝑈 as the positive, negative, and complete input samples subset, respectively. For a positive 

sample, 𝑦𝑗 = 1, the neutrosophic modules were certain as: 

𝑡𝑗 = 1 −
‖𝑥𝑗 − 𝐶+‖

max𝑥𝑘∈𝑃‖𝑥𝑘 − 𝐶+‖
 

𝑖𝑗 = 1 −
‖𝑥𝑗 − 𝐶𝑎𝑙𝑙‖

max𝑥𝑘∈𝑈‖𝑥𝑘 − 𝐶𝑎𝑙𝑙‖
                                              (17) 

𝑓𝑗 = 1 −
‖𝑥𝑗 − 𝐶−‖

max𝑥𝑘∈𝑃‖𝑥𝑘 − 𝐶−‖
 

where ‖𝑥‖  represents the Euclidean distance of  𝑥  variable. For the negative sample, 𝑦𝑗 = −1 , the neutrosophic 

modules were definite as: 

𝑡𝑗 = 1 −
‖𝑥𝑗 − 𝐶−‖

max𝑥𝑘∈𝑁‖𝑥𝑘 − 𝐶−‖
 

𝑖𝑗 = 1 −
‖𝑥𝑗 − 𝐶𝑎𝑙𝑙‖

max𝑥𝑘∈𝑈‖𝑥𝑘 − 𝐶𝑎𝑙𝑙‖
                                               (18) 

𝑓𝑗 = 1 −
||𝑥𝑗 − 𝐶+‖

max𝑥𝑘∈𝑁‖𝑥𝑘 − 𝐶+‖
 

By the above descriptions, each input sample is linked with a threefold < 𝑡𝑗, 𝑖𝑗 , 𝑓𝑗 > as its neutrosophic modules. The 

greater 𝑡𝑗  has a higher probability so it fits into the considered class. The larger 𝑖𝑗  has a greater probability it is 

unknown. The larger 𝑓𝑗 has a bigger probability so it fits to the reverse of the considered class. The threefold comprises 

valued data removed from the 3-D distribution of the training sample and offers useful evidence in the classifier plan. 

A weight function for the input sample must be definite to employ the re-formulated SVM. Each sample is linked with 

a triple < 𝑡𝑗, 𝑖𝑗 , 𝑓𝑗 > as its neutrosophic modules. A greater 𝑡𝑗 indicates that the samples are closer to the midpoint of 

the considered class and lesser probable being an outlier. So, 𝑡𝑗 must be highlighted in the weight function. A greater 

𝑖𝑗 signifies that the sample is harder to differentiate among dual classes. This feature must be highlighted in the weight 

function to classify the unknown samples more precisely. A greater 𝑓𝑗 indicates that the sample is more probable to 

be an outlier. This model must be preserved less highly in the training process.  

𝑔𝑗 = 𝑡𝑗 + 𝑖𝑗 − 𝑓𝑗                                                    (19) 

After combining the developed weight function into the re-formulated SVM, training samples are employed inversely 

in the training process as per their 3-D distribution. Therefore, the projected classifier is signified as 𝑁SVM, decreases 

the effects of outliers and enhances the solution when equated to a normal SVM. 
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5. Result Analysis  

In this section, the leukemia recognition results of the SSA-NSVM approach is verified using the image database from 

the Kaggle repository [23]. The database includes 4000 samples with dual classes as definite in Table 1. Fig. 2 exhibits 

the sample images. 

Table 1: Details on database 

Classes No. of Instances 

Leukemia 2000 

Normal 2000 

Total Instances 4000 

 

The classifier outcomes of the SSA-NSVM system below the dual database is shown in Fig. 3. Figs. The confusion 

matrices provided by the SSA-NSVM technique on 70:30 of TRAS/TESS is demonstrated in 3a-3b. The figure 

indicated that the SSA-NSVM model has familiar and classified all 2 class labels exactly. Similarly, the PR research 

of the SSA-NSVM system is revealed in Fig. 3c. The figure defined that the SSA-NSVM method has gotten the 

maximum PR performance under all classes. Lastly, the ROC study of the SSA-NSVM approach is established in Fig. 

3d. The figure depicts that the SSA-NSVM model has resulted in proficient outcomes with maximum ROC values 

under different classes. 

 
Figure 3: Classifier outcomes of (a-b) Confusion matrices and (c-d) PR and ROC curves 

The leukemia recognition outcomes of the SSA-NSVM technique are conveyed in Table 2 and Fig. 4. The outcomes 

outlined that the SSA-NSVM system appropriately identified the normal and leukemia samples. With 70%TRAS, the 

SSA-NSVM system gets an average 𝑎𝑐𝑐𝑢𝑦 of 98.54%, 𝑝𝑟𝑒𝑐𝑛 of 98.54%, 𝑠𝑒𝑛𝑠𝑦  of 98.54%, 𝑠𝑝𝑒𝑐𝑦 of 98.54%, and 

𝐹𝑠𝑐𝑜𝑟𝑒 of 98.54%.  Also, with 30%TESS, the SSA-NSVM system gains average 𝑎𝑐𝑐𝑢𝑦 of 98.25%, 𝑝𝑟𝑒𝑐𝑛 of 98.26%, 

𝑠𝑒𝑛𝑠𝑦  of 98.25%, 𝑠𝑝𝑒𝑐𝑦 of 98.25%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.25%.  

Table 2: Leukemia recognition outcomes of the SSA-NSVM approach under 70:30 of TRAS/TESS 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

TRAS (70%) 

Leukemia 98.07 98.99 98.07 99.00 98.53 

Normal 99.00 98.09 99.00 98.07 98.54 

Average 98.54 98.54 98.54 98.54 98.54 

TESS (30%) 

Leukemia 97.67 98.82 97.67 98.83 98.24 

Normal 98.83 97.69 98.83 97.67 98.26 

Average 98.25 98.26 98.25 98.25 98.25 
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Figure 4: Average of SSA-NSVM method on 70:30 of TRAS/TESS 

The performance of the SSA-NSVM technique is offered in Fig. 5 in the procedure of training accuracy (TRAA) and 

validation accuracy (VALA) curves. The figure displays beneficial clarification into the performance of the SSA-

NSVM model over some epoch count, representing its learning procedure and generalized skills. Remarkably, the 

figure concludes a stable improvement in the TRAA and VALA with development in epochs. It certifies the adaptive 

nature of the SSA-NSVM system in the pattern detection method on both TRA and TES data. The rising trend in 

VALA summarizes the ability of the SSA-NSVM system on familiarizing to the TRA data and also excels in providing 

a precise classification of hidden data, indicating robust generalized skills. 

 
Figure 5: 𝐴𝑐𝑐𝑢𝑦 curve of the SSA-NSVM approach 
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In Table 3 the outcomes of the SSA-NSVM system is compared with other ones [11, 24]. Fig. 6 offers a comparison 

analysis of the SSA-NSVM method in terms of 𝑝𝑟𝑒𝑐𝑛 and 𝑎𝑐𝑐𝑢𝑦. The figure illustrated that the SSA-NSVM approach 

gains increased performance. Based on 𝑝𝑟𝑒𝑐𝑛 , a higher value of 98.54% is accomplished by the SSA-NSVM 

technique whereas the CNN, SVM-linear, KNN, DT, ResNet, and MobileNet models have reported lower 𝑝𝑟𝑒𝑐𝑛 of 

93.62%, 97.21%, 92.97%, 95.69%, 95.50%, and 89.70%, correspondingly. Additionally, based on 𝑎𝑐𝑐𝑢𝑦, a higher 

value of 98.54% is accomplished by the SSA-NSVM system whereas the CNN, SVM-linear, KNN, DT, ResNet, and 

MobileNet techniques have stated lower 𝑎𝑐𝑐𝑢𝑦 of 92.37%, 97.68%, 92.47%, 95.82%, 96%, and 97%, respectively.   

Table 3: Comparative analysis of the SSA-NSVM technique with existing methods 

Performance 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑨𝒄𝒄𝒖𝒀 𝑺𝒑𝒆𝒄𝒚 

SSA-NSVM 98.54 98.54 98.54 98.54 

CNN Model 93.62 93.38 92.37 90.38 

SVM-Linear 97.21 90.89 97.68 91.54 

KNN 

Algorithm 
92.97 92.52 92.47 95.99 

DT Model 95.69 95.96 95.82 95.67 

ResNet50 95.50 96.10 96.00 90.20 

MobileNet 89.70 97.50 97.00 88.10 

 
Figure 6: 𝑃𝑟𝑒𝑐𝑛 and 𝐴𝑐𝑐𝑢𝑦 analysis of SSA-NSVM technique with existing models 
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Figure 7: 𝑆𝑒𝑛𝑠𝑦 and 𝑆𝑝𝑒𝑐𝑦 analysis of SSA-NSVM technique with existing models 

Fig. 7 provides a comparison analysis of the SSA-NSVM method in terms of 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦 . The figure 

demonstrated that the SSA-NSVM system gains improved performance. Based on 𝑠𝑒𝑛𝑠𝑦 , an advanced value of 

98.54% is attained by the SSA-NSVM system whereas the CNN, SVM-linear, KNN, DT, ResNet, and MobileNet 

methodologies have described lesser 𝑠𝑒𝑛𝑠𝑦  of 93.38%, 90.89%, 92.52%, 95.96%, 96.10%, and 97.50%, respectively. 

Moreover, based on 𝑠𝑝𝑒𝑐𝑦, a greater value of 98.54% is accomplished by the SSA-NSVM method while the CNN, 

SVM-linear, KNN, DT, ResNet, and MobileNet systems have described lower 𝑠𝑝𝑒𝑐𝑦 of 90.38%, 91.54%, 95.99%, 

95.67%, 90.20%, and 88.10%, respectively. Therefore, the SSA-NSVM technique can be applied to the automated 

skin cancer classification process. 

6. Conclusion  

In this paper, we have established a novel SSA-NSVM model for leukemia recognition and classification. The SSA-

NSVM model mainly exploits NL concepts with the DL model for the detection of leukemia. It comprises different 

kinds of sub-processes namely BF-based preprocessing, DenseNet-based feature extractor, SSA-based 

hyperparameter selection, and NSVM-based classification process. To achieve this, the SSA-NSVM methodology 

firstly uses BF-based image pre-processing. Furthermore, the SSA-NSVM approach utilizes a modified DenseNet 

system for learning complex and intrinsic feature patterns. Besides, the hyperparameter selection of the modified 

DenseNet model takes place using SSA. Finally, the NSVM model is employed for the detection and identification of 

leukemia. The performance analysis of the SSA-NSVM approach is verified by utilizing a benchmark medical image 

dataset. The experimental values emphasized that the SSA-NSVM method reaches better detection outcomes than 

other existing approaches. 
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