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 Abstract  

The sixth sense is a multi-platform app for aiding the people in need, that is, people who are handicapped in the 

form of lack of speech (dumb), lack of hearing (deaf), lack sight (blind), lack of judicial power to differentiate 

between objects (visual agnosia) and people suffering from autism (characterized by great difficulty in 

communicating and forming relationships with other people and in using language and abstract concepts). Our 

current product implementation is on two platforms, namely, mobile and a web app. The mobile app even works for 

object detection cases in offline mode. What we want to achieve using this is to make a better world for the people 

suffering from disabilities as well as an educational end for people with cognitive disabilities using our app. The 

current implementation deals with object recognition, text to speech, and a speech-to-text converter. The speech-to-

text converter and text-to-speech converter utilized the Web Speech API (Application Program Interface) for the 

website and the mobile platform's text-to- speech and speech-to-text library. The object recognition wouldn't fetch 

enough use out of a website. Hence, it has been implemented on the mobile app utilizing the Firebase ML toolkit 

and different pre-trained models, both available offline and online. 

Keywords: Sixth sense; disabilities; Web Speech API; Firebase ML toolkit; cognitive disabilities 

 

1. Introduction  

In the past couple of decades, technology has been at the forefront of every revolutionary change occurring at both 

global and local levels. These techniques have made humans' lives much more simplified, smooth, and even 

comfortable at different levels. From the internet to the age of electric vehicles, technology, especially engineering, 

have led to inventions and major level improvements on each imaginable spectrum. Especially in the past decade, 

the widespread use of the internet and personal computing devices has also brought major changes to the lifestyle of 

people around the globe. From getting daily news updates to booking flights to even groceries to our doorstep, the 

world has come a long way through the use of technology. Artificial intelligence, mostly abbreviated as AI, is the 

new spectrum under research in technology. The world does not want just machines to do what they are told but 

even expects devices to work like us. Machine Learning, a subsection of AI, is the hottest technology right now, 

being implemented o a daily basis and is supposed to reach its peak in the next decade. 

Now, as the world has become a better place by providing everything at ease through technology to humans, we 

need to utilize the technology for differently-abled people. These people are blind, deaf, dumb, or those who suffer 

from cognitive disabilities. The main aim is to make the internet easily accessible to differently-abled people and 
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make the internet as easy to use for others as comfortable as it is for others. To make their daily lives simpler 

through technology. 

The technology to be used here would be object recognition, Optical Character Recognition(OCR)[2], text-to-

speech, and speech-to-text conversions. These could be used in different forms. Object Recognition] is great 

computer technology. Humans can easily detect and identify objects present in an image. The human visual system 

is fast and accurate and can perform complex tasks like identifying multiple objects and detecting obstacles with 

little conscious thought [4-10]. 

Another technology to be used is Optical character recognition. OCR[2][16] (optical character recognition) is the 

use of technology to distinguish printed or handwritten text characters inside digital images of physical documents, 

such as scanned paper documents. The basic process of OCR involves examining the text of a document and 

translating the characters into code that can be used for data processing. OCR is sometimes also referred to as text 

recognition. 

The combination of OCR and Object detection[1] is of application to the people with disabilities like being blind to 

provide a sense of their surroundings and travel without any help or even be safe while traveling, providing 

direction[17] through these things combined and provide feedback based whether there is some vehicle or something 

in front on them. 

These both can also be applied even to classroom learning, providing students with interactive learning for 

students[13] who are blind to have a sense of their books and even what is being taught. 

For people who are blind or dumb are not able to easily use their devices with ease. They could utilize their devices 

like computers and mobile phones in a much better way if they could interact with these devices in a way they are at 

ease. Blind people [1]would be much at ease utilizing their devices by providing speech commands to devices rather 

than typing and scrolling, and dumb people would be able to use text format for interaction with others through the 

help of their device rather than sign language, which are time-consuming and even not known to everyone [11]. The 

converter of speech to text and text to speech[12] would make the interaction with the devices and others for blind 

and dumb people better[18] with a conclusion.  

 

2. Motivation    

Braille Script was a remarkable invention in the 17
th

 century for the blind; it provided people with disabilities to read 

without the conventional method of eyes rather than through the sense of touch. So this was the perfect example, as 

things came per se the books, they were then tweaked for people with disabilities so they can also benefit from 

reading at their comfort and through their senses. 

The last couple of decades has been remarkable in the revolution through computer science and its technology. The 

world has become more tightly bound to each other, even with the distances between them, comfort has increased, 

and the lifestyle has become more technology-driven than ever before. These benefits should also reach the 

differently-abled people. They should also be able to have a life in their comfort through the use of technology. They 

should also be able to use their devices at ease. This is the major motivation for this project. 

An event that brought this thinking was when once we saw a blind person who was unable to cross the road, and no 

one was helping him. We went ahead and helped him; then he even said, " it would have been better than in this 

modern age something for use would be made so that I won't require any assistance," then a thought came, that 

Google maps have led to provide people with directions without any assistance[3], it has been the best thing people 

on the road could have. Now, why is there not any such technology developed so that blind people[1] can walk 

around with a sense of their surroundings, what is the way to move, is it safe to walk right now, if any obstruction 

ahead or not. 

Hence, the motivation for this project is to make technology reach every person, and at their comfort, technology 

shall change as per the person, not the other way round. Therefore, This needs to be achieved, and this is what is the 

driving force behind this project. 
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Figure 1: Website TTS STT 

 

 

Solution Approach 

The major contribution of the work is: 

 Integration of multiple modules to provide a single application to aid people of different disabilities. 

 All the modules are researched solely rather than have a single source for all. This is the aim of the work 

being performed in this work. 

 An innovative approach for text to speech is implemented to provide a faster and more convenient 

approach for mute to communicate through SAM (Speech Assisted for Mute). 

 

3. Different application platforms 

Using Android smartphones and web-based solutions [14-18], we can implement a speech-to-text and text-to-speech 

system, as shown in Fig. 1. 

Android 

Using Android smartphones, we approached the solution to solve the three constituents. The Block diagram of the 

Detection Module is shown in Fig 2. For object recognition, we used the Firebase ML Kit for the purpose of object 

tracking, recognition, and classification. When a captured image is sent to an ML kit, it returns back a list of a 

maximum of five detected objects, as shown in Fig 3. Each of these is provided an ID, and an object list is returned. 

This can also work in video format apart from images. An option for coarse classification is also available. Now 

from the list, the first object in the list is displayed, which is the prominent object.    

   

For Text Recognition, the ML OCR kit part was used, as shown in Fig 4. In this image is sent to an online or offline 

mode, it detects the image and all text parts to be analyzed on the basis of its font and size. A list is then returned of 

objects, and the prominent role is displayed. 
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The text to speech and Speech to Text Engine was based on the Google Speech Engine.IT has a similar 

implementation, as discussed in the website counterpart. All these sections have been then integrated into a single 

application to provide a single solution for all. 

 

 

 

Figure 2: Block diagram of Detection Module 
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Web 

Using a web page, we approached the solution of solving the three constituents of the problem statement: 

For  Text-To-Speech, we used the Google Web toolkit TTS as shown in Fig.5 and 6, which synthesizes speech from 

the text for immediate playback or to create a sound file. A TextToSpeech instance can only be used to synthesize 

text once it has completed its initialization. We can define the rate of speech, volume, and even pitch of the voice 

synthesizer. 

Currently added the support for around 19 languages. 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 Figure 5: Speech to text on the website 

Figure 3: Object Detection 

Figure 6: Speech to text on the website 

Figure 4: Text Recognition 
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For Speech-To-Text, We implemented this model using the Google Web toolkit TTS ( x-WebKit-speech), as shown 

in Fig.7. It can be used to add speech input capabilities to your web forms. This API allows developers to add 

speech recognition functionality to more aspects of their applications and even synthesize speech from text. The 

default value for continuous is false, meaning that when the user stops talking, speech recognition will end. This 

mode is great for simple text like short input fields.  

The default value for interim results is false, meaning that the only results returned by the recognizer are final and 

will not change. The demo sets it to true, so we get early, interim results that may change. This was used for a 

seamless user experience. 

For Audiobooks implementation in our web apps, we are relying on an API that will be providing us with free 

audiobooks. In the future, we will be implementing the API ourselves by creating a library of audiobooks. Adding 

labels and classifying them in different genres. Thus making it more user-friendly for users to navigate and find the 

right audiobook for them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Result 

 

Text to Speech Converter was implemented on both mobile and web apps with an accuracy upwards of 90% and 

along with the support of multiple languages. Speech to Text Converter was implemented on both mobile and web 

apps with an accuracy of around 85% and along with the support of multiple languages input. 

Object detection was also implemented using the firebase ML kit with an accuracy of 80%. The threshold has been 

set to 0.7f, which makes the result at least 70% accurate. Firebase provides the backend as a service. Object 

Figure 7: Block Diagram of Speech Assisted for Mute 
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Character Recognition also was implemented with a similar accuracy of 85%. Both of these were performed only 

with the image as input for this detection and recognition.  

 

 
Figure 8: Keyword Mapping 

An Add-on feature was implemented, providing some extra benefits, these being saving sentences and even 

paragraphs with keywords. This would help dumb people to easily and quickly communicate with people who do 

not know sign languages. This process was around 70% faster. Audio Books were added to help blind people[1] 

with books. Currently, few open sourcebooks are added. Speed Dial option directly from the application was 

provided so that the user doesn't need to even access the phone app explicitly. 

 

Conclusion and Future Scope 

Implemented the object tracking, recognition & classification, and character recognition in offline mode and 

guarded the app to shrink the size of the app. The main highlight of the project hence came forward, which was 

being an application that provided a one-stop-shop solution to all the sections of differently-abled people. 

Integration has provided a seamless User interface/experience for the initial setup. Another point achieved here was 

no extra hardware; hence, no additional cost to utilize the service. The application still does depend on the camera 

picture quality for object detection and OCR but is still high enough in confidence level (70%) for most of the cases 

which were covered. 

Higher accuracy could be achieved in the future scope of the implementation through the use of custom models for 

object detection and text recognition as it could take into account the cases of objects from differently-abled people 

and work on those only yielding faster and more accurate results. 
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