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Abstract 

A firewall is one of the devices that supports network security, especially at the organizational level. A Firewall's 

effectiveness in supporting network security is highly dependent on the capabilities and abilities of the Network 

Administrator. Unfortunately, the high complexity of creating rules and the process of configuring Firewall rules 

carried out statically by the Network Administrator weakens the effectiveness of the Firewall, and it cannot adapt to 

increasingly dynamic network pattern changes. Machine Learning is one of the potentials that can be used so that the 

Firewall can work adaptively. Adaptive Firewall configuration in recognizing various attacks in the network will 

undoubtedly increase the effectiveness of the Firewall in ensuring network security. The success of the machine 

learning model performance cannot be separated from the dataset used during the learning process. The dataset used 

in learning often has a large dimension, but various noises and attributes are irrelevant in representing one class of 

data. Therefore, it is necessary to support the feature selection technique, which will show the presence of relevant 

characteristics in the dataset and maximize the machine learning model's performance. This study will be conducted 

on adding feature selection techniques to develop machine learning models on the Benchmark dataset related to 

network security. Various popular feature selection techniques will be evaluated, and their performance will be 

compared based on scenarios between feature selection techniques or scenarios that only use a single classification.  
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1. Introduction 

The digital era that continues to develop massively has given rise to trending issues related to computer network 

security [1]. In an organizational environment, computer network security needs to be a top priority and receive more 

attention because it can threaten data integrity, information, and user privacy [2]. According to a global cyber security 

agency report [3], [4], until the second quarter of 2023, more than 65% of organizations in various sectors have 

experienced at least one incident related to cybercrime attacks [5], [6]. There have been 3 billion phishing attacks 

recorded in the past year, Distributed Denial of Service (DDoS) attacks that have increased by 50%, and other 

cybercrime threats that cause service disruptions to organizations and even cause significant financial losses for 

organizations and individuals [7].  

A firewall is one of the efforts used to support the security of an organization's network. A firewall protects the 

organization's internal network from unauthorized access and malicious attacks. The Firewall works like a defence 

fortress that will monitor network traffic activity and then filter the activity. Firewalls will limit and deny access to 

network traffic activity, which is considered a threat and cyber-attack [8].  

Firewalls need to be configured with rules to recognize cybercrime threats effectively. The effectiveness of a Firewall 

is highly dependent on the ability of the Network Administrator to determine its configuration rules [9]. Not 
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infrequently, due to the high complexity in determining the proper rules, limited workforce and monitoring time that 

cannot be done continuously, the existence of rule configurations that are prone to errors, and the configuration process 

that tends to be carried out statically, the effectiveness of the Firewall is getting weaker, which results in the Firewall 

being unable to adapt to changes in increasingly dynamic traffic patterns. 

Machine Learning is one way that can be used to increase the effectiveness of a Firewall. Machine learning has 

excellent potential because of its ability to learn patterns from existing data and then make predictions or decisions 

through the data without explicit instructions [9]. With this ability, machine learning can analyse traffic patterns and 

make firewall configuration rules more adaptive. 

The success of a machine learning model in determining adaptive Firewall configuration rules is highly dependent on 

the data used during the learning process. Feature selection techniques play an essential role in machine learning 

modelling because they recognize noise and irrelevant features in the data [10]. Therefore, there needs to be a study 

that discusses the proper feature selection techniques that will improve the machine learning model's performance so 

that it can work well in determining adaptive firewall configuration rules, especially in enhancing network security. 

This study aims to develop a computer network security system through adaptive Firewall configuration based on 

machine learning models. The focus of this study is to examine various Feature Selection techniques that are popularly 

used in creating machine learning models. The study was conducted by comparing feature selection techniques with 

popular machine learning models to determine the performance improvement of the resulting model. The machine 

learning model with the best performance will be used to develop an adaptive Firewall configuration system to improve 

computer network security 

2. Related Work 

Related research shows great potential in using machine learning to improve computer network security. Research is 

dominated by machine learning [5]–[7], [9], [11] or deep learning [8], [9], [12] modelled on various datasets related 

to cyber security. Research [12] developed a machine-learning model for intrusion detection. The Support Vector 

Machine (SVM) algorithm used in modelling using NSL-KDD data showed a high accuracy value of 93.95%. 

Research [13] also conducted machine learning modelling based on the SVM algorithm. Experiments conducted on 

three datasets, namely NSL-KDD, UNSW_NB15, and CICIDS2017, showed that the performance of SVM is worthy 

of consideration as an effective classification model. This is indicated by the accuracy value produced of 93.75% on 

the UNSW_NB15 dataset, 98.92% on the CICIDS2017 dataset, and 99.35% on the NSL-KDD dataset. 

Other studies [14] also developed machine learning models for intrusion detection using various variations of popular 

classification algorithms such as Artificial Neural Network (ANN) [14]–[16], Decision Tree (DT) [4], [17]–[19], K-

Nearest Neighbour (KNN) [17], [19], Naive Bayes (NB) [7], [14], [20], Random Forest (RF) [7], [15], [17], [18], [21], 

and Convolutional Neural Network (CNN) [9], [14]. Through experiments conducted on the UNSW-NB15, 

CICIDS2017, and NSL-KDD datasets, overall, they could show good performance based on the accuracy values 

produced. Research [14] also stated that the study could be used as a benchmark for subsequent research. 

Most of the studies that examined the development of machine learning models on cyber security datasets were 

conducted based on a single classification model without considering the characteristics and features of the dataset. 

On the other hand, the Feature Selection method is known to improve model performance in various cases [16], [20]. 

This raises research opportunities to explore further the potential for improving the performance of machine learning 

models if feature selection techniques are added to the modelling process. 

3. Materials and Methods 

In general, this research was conducted using a machine learning model development methodology that was carried 

out sequentially, starting from the data acquisition stage, preprocessing, and Feature Engineering, which includes the 

Feature Extraction and Feature Selection stages, then continued with the modelling stage, and finally, the evaluation 

as shown in Figure 1. 
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Figure 1. Research Flow 

Figure 1. Shows the research methodology is carried out in sequential stages, starting from the data acquisition stage, 

the preprocessing stage, the Feature Engineering process, and the data modelling stage. Finally, the Evaluation process. 

3.1. Data Acquisition 

It is the first stage carried out which aims to collect datasets from various sources. There are three benchmark datasets 

(UNSW_NB-15, CICIDS 2017, and NSL-KDD) which will be the main datasets used in the study, but it does not rule 

out the possibility of datasets that are also obtained from other sources or primary data. The data that has been collected 

will then be reviewed and then continued to the preprocessing stage. 

3.2. Preprocessing 

Preprocessing is used to prepare the acquired dataset so that it is ready to be used in the subsequent processing stage. 

Some of the processes carried out in this preprocessing stage include handling missing data, handling data errors and 

outliers, and ensuring that no data is duplicate. 

3.3. Feature Extraction 

In the Feature Extraction process, the study scenario will be carried out according to the benchmark dataset, where all 

attributes in the dataset that have gone through the preprocessing stage will be used in the modelling process. 

3.4. Feature Selection 

Meanwhile, in the Feature Selection process, various popular feature selection techniques will be studied to determine 

relevant attributes that will improve the machine learning model's performance. 

The feature engineering stage contributes to this research. The feature selection process, which is the focus, will be 

carried out in an experimental form using various popular feature selection techniques that will produce the best 

performance. 

https://doi.org/10.54216/JCIM.160102
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A. Information Gain 

Information Gain is a widely used feature selection technique for improving machine learning model performance 

across various tasks [11]. It is popular due to its ability to identify the most relevant attributes based on their 

significance to the dataset as a whole [16]. The feature selection process using Information Gain involves measuring 

the change in entropy before and after the data is split. This process consists of three main steps: first, calculating the 

Information Gain value for each attribute in the dataset; second, determining a threshold to decide whether to retain or 

discard an attribute; and third, updating the dataset by removing attributes with low Information Gain values [22]. 

Mathematically, the entropy before data splitting is calculated using Equation (1): 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  − ∑ 𝑝𝑖𝑙𝑜𝑔2 𝑝𝑖
𝑘
𝑖  (1) 

Where 𝑆 represents the entropy value before splitting, denotes the proportion of samples in class 𝑖, and 𝑘 is the number 

of target classes. Next, after the data is split, the entropy of the attribute is recalculated using Equation (2): 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆, 𝐴) =  ∑
|𝑆𝑣|

|𝑆|𝑣∈𝐴 𝑥 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣) (2) 

|𝑆𝑣| represents the number of samples with 𝑣 value for attribute 𝐴, while 𝑆 de notes the total number of samples in the 

dataset. Once both entropy values (before and after splitting) are calculated, the next step is to determine the 

Information Gain 𝐼𝐺 (𝑆, 𝐴) by computing the difference between the entropy before splitting 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) and the 

entropy after splitting 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆, 𝐴). This calculation is performed using Equation (3): 

𝐼𝐺 (𝑆, 𝐴) =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) −  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆, 𝐴) (3) 

 

B. Gain Ratio 

Gain Ratio is a feature selection technique developed to address the limitations of Information Gain, which tends to 

exhibit bias towards attributes with many unique values (high-cardinality). This bias arises because Information Gain 

naturally assigns higher preference to attributes with a greater number of distinct values, even if those attributes may 

not be entirely relevant [11]. Definitively, Gain Ratio is the ratio of Information Gain to the intrinsic information of 

the data. By using Gain Ratio, the method evaluates the space of high-dimensional features in relation to the target 

class of the dataset, providing a more balanced and intrinsic assessment of attribute relevance. 

The general formula for calculating Gain Ratio is expressed as Equation (4): 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 (𝑆, 𝐴) =  
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝐺𝑎𝑖𝑛 (𝑆,𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑆,𝐴)
  (4) 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 (𝑆, 𝐴) is the value calculated by normalizing the Information Gain (3) with the 𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑆, 𝐴), 

which represents the intrinsic value of an attribute that partitions the class information within the dataset. This 

relationship can be expressed mathematically as (5): 

 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 (𝑆, 𝐴) =  − ∑ (
|𝑠𝑣|

|𝑠|
𝑥𝑙𝑜𝑔2

|𝑠𝑣|

|𝑠|
)𝑣

𝑖  (5) 

Where: 

  |𝑆𝑣| is the number of samples with a specific value 𝑣 for attribute 𝐴. 

  |𝑆| is the total number of samples in the dataset. 

 

The value produced by Gain Ratio ranges from 0 to 1. A value closer to 1 indicates a strong relationship between the 

attribute and the class data, signifying that the attribute provides significant information for class differentiation. 

Conversely, a value closer to 0 suggests a weak or insignificant relationship, implying that the attribute contributes 

little to distinguishing the class data. This range allows Gain Ratio to effectively assess the relevance of attributes in 

feature selection. 

 

C. Correlation Based Feature 

In this study, a correlation-based feature selection approach is conducted using Pearson Correlation. Pearson 

Correlation is chosen as it is one of the most popular feature selection techniques, capable of identifying relationships 

and dependencies between attributes. Through this approach, the correlation between dataset attributes and the target 

class is measured to identify attributes that strongly influence the class. The Pearson Correlation values range from -1 
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to 1, where values approaching -1 indicate a strong negative correlation, values approaching 1 indicate a strong positive 

correlation, and values close to 0 suggest no significant correlation between the attributes and the target class [23]. 

The correlation between attributes is calculated using Pearson Correlation, as shown in Equation (6): 

𝐶 =  
∑ (𝑎𝑖−�̅�)(𝑏𝑖−�̅�)𝑛

𝑖=1

√∑ (𝑎𝑖−�̅�)2√∑ (𝑏𝑖−�̅�)2𝑛
𝑖=1

𝑛
𝑖=1

 (6) 

Here: 

 𝐶 is the value of Pearson Correlation Coefficient. 

 𝑛 is the sample size 

 𝑎𝑖 and 𝑏𝑖 represent the individual values of features 𝑎 and 𝑏, respectively, 

 A and b are the mean values of features a and, respectively.  

The Pearson Correlation coefficient 𝐶 obtained from Equation (6) falls within the range of -1 to 1, indicating the 

strength and direction of the correlation between the attributes. 

D. Chi-Square 

Chi-Square (Chi2) is a feature selection technique that applies a statistical approach to measure the difference in 

distribution between attributes [23]. Chi2 evaluates the deviation in distribution under the assumption that the attribute 

in the data is independent of the target class values. This statistical method is widely used to assess the relevance of 

categorical attributes in relation to the class labels.   

The general formula for calculating the Chi-square value from a dataset is given in Equation (7): 

𝐶ℎ𝑖2 (𝑎𝑖 , 𝑦𝑗) =  
𝑁(𝑇𝑍−𝑌𝑋)2

(𝑇+𝑋)(𝑇+𝑍)+(𝑋+𝑍)+(𝑌+𝑍)
  (7) 

In Equation (7), the term 𝑇 represents the frequency of feature 𝑎𝑖 occurring together with class label 𝑦𝑗 in the dataset. 

The value 𝑋 indicates the frequency of 𝑎𝑖 occurring without the presence of 𝑦𝑗, while 𝑌 denotes the frequency of 

𝑦𝑗  occurring without 𝑎𝑖. The term 𝑍 corresponds to the frequency of neither 𝑎𝑖 nor 𝑦𝑗 appearing in the dataset. Lastly, 

𝑁 is he total number of records in the dataset, serving as a normalization factor to scale the Chi-square value relative 

to the dataset size. Together, these components allow the Chi-square formula to evaluate the strength of association 

between an attribute and the class label by comparing observed and expected frequencies under the assumption of 

independence. 

E. Recursive Feature Elimination (RFE) 

Recursive Feature Elimination (RFE) is a feature selection algorithm that adopts a wrapper approach [16]. RFE 

requires a base classifier to identify the dominant and relevant attributes within a dataset. It operates iteratively using 

a greedy algorithm approach to progressively reduce the data's dimensionality and produce a subset of attributes that 

yields optimal classification performance [11]. 

The RFE process is generally processed through the following steps: 

𝑰𝒏𝒑𝒖𝒕: 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 (𝑋) =  {𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛 } 

Process: 

1. Define a base classifier 𝑓 to be used (e.g., Decision Tree, Support Vector Machine, etc.). 

2. Train the model 𝑓 using all attributes 𝑎 in the dataset 𝑋 with the target class 𝑦. 

3. Evaluate the importance of each feature by using (8)  

𝐼(𝑎) = 𝑠𝑐𝑜𝑟𝑒(𝑓(𝑋, 𝑦)) (8) 

4. Eliminate the feature with the lowest importance score. 

𝑋 ← 𝑋\ {argmin
𝑎𝑖 ∈ 𝑋

𝐼(𝑎)} (9) 

5. Repeat steps 2–4 until all attributes have been processed, resulting in a ranked list of features 𝑅 as a subset with 

the best performance. 

𝑶𝒖𝒕𝒑𝒖𝒕: 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑅𝑎𝑛𝑘 (𝑅) =  {𝑟𝑎1
, 𝑟𝑎2

, 𝑟𝑎3
, … , 𝑟𝑎𝑛

} 
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This iterative approach ensures that the final subset of features selected by RFE contains the most relevant attributes 

for the given classification task, maximizing the model's performance. 

3.5. Modelling 

The modelling stage is carried out after the feature extraction and feature selection stage. At this stage, data that has 

passed the feature engineering stage will be modelled using a popular classification model. In general, this study 

employs popular classification algorithms such as Decision Tree, Logistic Regression, Support Vector Machine, Naive 

Bayes, and Random Forest to evaluate model performance based on single classification tasks prior to the feature 

extraction process. 

The model with the best performance will be used as the base classifier to identify the relevant features from the feature 

selection process that will be evaluated. Additionally, experiments are conducted using an AutoML approach to ensure 

that the model built with a single classifier can serve as a reliable benchmark. This benchmark will be used to compare 

and analyze the model's performance and impact after undergoing the feature selection process. 

3.6. Evaluation 

The evaluation stage is a stage that aims to evaluate the learning model created during the experimental process. In 

this study, accuracy (10) is emphasized as the primary evaluation metric to assess model performance. However, since 

the focus and contribution of the research lie in a comparative study on the application of feature selection methods, 

additional metrics are utilized to measure model performance, number of selected features as dominant or relevant 

features (n) and also processing time to computing training process. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (10) 

4. Result and Discussion 

This study aims to conduct a comparative analysis of popular feature selection methods to identify the most effective 

approach for detecting network attacks. The experiments in this research are conducted using three benchmark 

datasets: NSL-KDD, UNSW-NB15, and CICIDS2017. These datasets are selected to ensure that the findings can be 

generalized, enabling their application in the development of various cyber-attack detection systems. 

The following are some key findings from the study: 

 

Figure 2. Comparison of single classification schema for UNSW-NB15 dataset. 

Figure 2 shows the result of a comparison of the accuracy values of five (5) popular algorithms performed on the 

UNSW_NB-15 dataset. As a result, the Random Forest algorithm has the highest value when compared to other 

popular classification algorithms, with an accuracy value of 94.9%, followed by the Decision Tree with 93.7%, and 

then sequentially Logistic Regression with 80.1%, Naive Bayes 76.2%, and Support Vector Machine 73.4%. 

https://doi.org/10.54216/JCIM.160102
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Figure 3. Comparison of single classification schema for NSL-KDD dataset. 

Meanwhile, in Figure 3, where the first scenario experiment is applied to the NSL-KDD dataset, the resulting accuracy 

value has an unbalanced performance on the single classification algorithm tested in this study. However, when viewed 

in order, the Random Forest algorithm has the highest accuracy value of 99.4%, followed by the Decision Tree with a 

value of 99.3%, and the third place is Logistic Regression with 80.1%. Unfortunately, in this experiment, using the 

support vector machine and naive Bayes algorithms produced poor performance, namely 22.09% for SVM and 36.29 

for using Naive Bayes.  

 

Figure 4. Comparison of single classification schema for CICIDS2017 dataset. 

Similar to Figure 3, Figure 4 shows a performance comparison of using a single popular classification algorithm tested 

on the CICIDS 2017 dataset. Figure 4 shows the use of three popular classification algorithms, namely Decision Tree, 

Logistic Regression, and Random Forest, as algorithms used to evaluate the CICIDS 2017 dataset. This is because the 

large dimensions of the CICIDS 2017 dataset prevent the process of using other popular algorithms from producing 

performance values. Use on the CICIDS2017 dataset produces successive accuracy values of 99.8%, 99.7%, and 

99.6%, where the first place uses Random Forest as its classifier, the second place is Decision Tree, and the third place 

is the use of the Logistic Regression algorithm. 

https://doi.org/10.54216/JCIM.160102
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Based on experiments conducted on the three datasets used in the study, Random Forest consistently ranks first 

regarding the accuracy values produced compared to other popular algorithms. Therefore, in the second scenario, 

Random Forest will be the base classifier to determine the model performance if a feature selection process is carried 

out to determine the relevant features in each dataset in recognizing attacks on computer networks. 

Table 1: Comparison of model performance on the UNSW_NB-15 dataset 

 

Method n- feature Accuracy Time Processing 

(ms) 

Single Classification 

(Scenario 1) 
43 94.9 40.22 

Information Gain 25 93.7 61.43 

Gain Ratio 38 95.11 53.1 

Chi2 26 94.91 40.99 

Correlation Based 16 94.81 29.8 

Recursive Feature Elimination (RFE) 39 95.12 50.05 

 

Table 1 compares the accuracy values of using a single classification algorithm (Random Forest), as in scenario 1, 

with the addition of popular feature selection techniques to find the best performance with relevant features. As a 

result, using RFE-based wrapper feature selection shows a higher accuracy value than a single classification algorithm, 

which is 95.12%. The same happens with the Gain Ratio, which produces an accuracy value of 95.11%. From both 

results, it can be seen that the UNSW_NB-15 dataset has 38 to 39 relevant features. 

Table 2: Comparison of model performance on the NSL-KDD dataset 

Method n-feature Accuracy 
Time Processing 

(ms) 

Single Classification 

(Scenario 1) 
42 99.4 3.02 

Information Gain 26 99.5 12.6 

Gain Ratio 15 93.0 4.51 

Chi2 16 98.9 11.16 

Correlation Based 18 98.4 10.45 

Recursive Feature Elimination (RFE) 34 95.12 50.05 
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Table 2 is the result of the experiment on the NSL-KDD dataset. Information gain is at the top in accuracy but not far 

behind using a single classification with a difference of 0.1% when viewed from the accuracy value produced. 

However, when viewed from the processing time, using a single classification shows a better value than the high 

processing time using Information Gain. 

Table 3: Comparison of model performance on the CICIDS2017 dataset 

Method n-feature Accuracy 
Time Processing 

(ms) 

Single Classification 

(Scenario 1) 
78 99.80 31.88 

Information Gain 26 99.99 32.12 

Gain Ratio 15 99.98 8.78 

Chi2 16 99.95 7.53 

Correlation Based 18 99.93 28.48 

Recursive Feature Elimination 

(RFE) 
34 99.99 22.19 

 

Table 3 compares accuracy from the experiments conducted by using the CICIDS 2017 dataset. The accuracy appears 

balanced, with a significant difference of 0.1%. However, when viewed from the time processing side, the use of chi2 

and gain ratio shows potential use. 

5. Conclusion  

This study aims to develop a computer network security system through adaptive Firewall configuration based on 

machine learning models. The focus of this study is to examine various Feature Selection techniques that are popularly 

used in creating machine learning models. Experiments in this study were conducted on three benchmark datasets, 

namely UNSW_NB-15, NSL-KDD, and UNSW, five single classification algorithms, namely Decision Tree, Logistic 

Regression, Support Vector Machine, Naive Bayes, and Random Forest, and popular feature selection techniques 

including Information Gain, Gain Ratio, Chi2, Correlation Based, and Recursive Feature Elimination (RFE). As a 

result, the use of RFE-based wrapper feature selection showed a higher accuracy value than a single classification 

algorithm, which was 95.12% on the UNSW_NB-15 dataset. On the NSL-KDD dataset, information gain was at the 

top in terms of accuracy, but it was not far behind using a single classification with a difference of 0.1%. However, 

when viewed from the processing time side, using a single classification shows a better value than the high processing 

time using Information Gain. In the CICIDS dataset, the accuracy values appear quite balanced; however, when viewed 

from the processing time side, the use of chi2 and gain ratio shows potential use 
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