Wielding Neural Networks to Interpret Facial Emotions in Photographs with Fragmentary Occlusions
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Abstract

For many years, scientists have studied the way people express their emotions through body language and facial expressions. However, it is extremely difficult to accurately interpret the emotions of a person from just a single image. Interpreting facial emotions in photographs is a complex task. It is challenging to accurately detect facial emotions with the help of neural networks when the face is occluded with fragmentary blocks. With the advent of technology, emotion detection has become more accurate and reliable. It is now possible to use facial expression recognition in images to detect emotions such as happiness, sadness, anger, fear, surprise, and more. This research discusses the effectiveness of using neural networks to identify facial emotions in photographs with occlusions present. The datasets like Fer2013 dataset, CREMA-D and RAVDESS were used to train the model and the datasets were altered by implanting occlusions randomly in the images. The altered datasets were also used to evaluate the model. The challenges and opportunities that arise when neural networks are used in this context are explored. Additionally, insight is also provided into the best approach to accomplish the task.
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1. Introduction

Facial emotion recognition is an important area of research, particularly in the field of computer vision. With the help of recent advancements in deep learning algorithms and artificial neural networks, it is now possible to detect facial emotions in photographs even when occlusions are present. This research will discuss the current state of neural networks to detect facial emotions in photographs with occlusions, exploring their advantages and limitations. In recent years, deep learning algorithms have become increasingly powerful for facial emotion recognition. These algorithms are capable of extracting subtle features from photographs and predicting the facial emotion of the subject. For example, a neural network could recognize a slight furrow in the brow of a subject as indicating a feeling of anger. By training a neural network on a large dataset of labeled images, it can be used to classify facial emotions in photographs. However, the presence of occlusions in the image can make it more difficult for a neural network to accurately detect facial emotions. Occlusions can range from glasses and hats to hands covering parts of the face or even facial hair. In this case, a code has been designed to overlap certain areas of the image like eyes and mouth. To train a neural network to recognize emotions in photographs with occlusions, the dataset must include images with occlusions and the datasets are tailored according to the needs. Specialized occlusion-aware neural networks can also be used to better recognize facial emotions in photographs with
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occlusions. Overall, neural networks are effective for detecting facial emotions in photographs with occlusions, given the right training dataset. By training neural networks on large datasets of images with occlusions, they can be used to accurately predict emotions in photographs with occlusions. However, the presence of occlusions can still limit the accuracy of a neural network's predictions. Recent advancements in the field of emotion detection from facial expressions have allowed for faster and more accurate identification of emotional states. This has enabled the development of innovative applications such as emotion-based chatbots, interactive robots, and more. These advances are mainly due to the development of advanced computer vision algorithms. For example, convolutional neural networks (CNNs) can be trained to detect different facial expressions from an image. By analyzing the facial features from the image, the system is able to accurately determine if a person is happy, sad, or angry. Another recent development is the use of 3D facial models to improve the accuracy of emotion detection. This type of model is capable of providing the system with a 3D representation of a person's face, allowing the system to recognize subtle expressions and emotions. Finally, transfer learning techniques have allowed researchers to utilize pre-trained models that have already been trained on a large dataset of facial expressions. This type of model can be quickly adapted to a particular application and can be used to achieve accurate results.

Overall, recent advancements in emotion detection have enabled the development of innovative applications that can accurately interpret a person's emotional state from an image. By leveraging advanced computer vision algorithms, 3D facial modeling, and transfer learning, researchers are able to create more accurate models for emotion detection. In a single image to detect the face, four methods based on feature, template, knowledge, and appearance are used. Hybrid techniques, however, are also used for detection of emotion. A top-down approach is used in knowledge-based methods. In this case, the face is located using human-coded rules such as skin color, facial features and template matching.

Researchers in [1] used various classifications to identify human emotions. According to the study, there are six basic emotions known as universal emotions, which include fear, delight, grief, surprise, anger, and contempt. Humans experience these emotions around the world. These universal sentiments can always be divided into two categories evidently, positive or negative. More feelings, such as amusement, pride, satisfaction, shame, excitement, and embarrassment are included and discussed later in [2]. Real-time emotion recognition and crowd emotion prediction are an important tool for understanding the thoughts and feelings of people. It has a wide range of applications in fields such as marketing, customer service, education, health, and entertainment. In marketing, real-time emotion recognition can help companies better understand customer sentiment and tailor their product offerings accordingly. Companies can use this data to better target potential customers and drive sales. In customer service, real-time emotion recognition can help to improve customer satisfaction and reduce customer churn. By understanding customer sentiment in real-time, customer service agents can quickly address customer concerns and resolve issues more effectively. In education, real-time emotion recognition can help teachers better understand student engagement and adapt their teaching style accordingly. For example, teachers can quickly adjust their lesson plans if they detect that students are becoming bored or disinterested. Real-time emotion recognition and crowd emotion prediction is also important for the health sector. By detecting signs of depression and anxiety in real-time, healthcare providers can better address mental health issues and provide more effective treatments for their patients. Overall, real-time emotion recognition and crowd emotion prediction is an important tool for understanding people's thoughts and feelings. It can be used to improve marketing, customer service, education, health, and entertainment. In the digital age, where images are everywhere, emotion in images has become an increasingly important topic. Understanding the emotions in images has become a complicated task, with occlusions making it even more difficult. Occlusions are portions of an image that are purposely or accidentally blocked from view. Neural networks are now being used to interpret facial emotions in photographs with fragmentary occlusions. This not only helps to identify the emotions in the image, but also to better understand how the presence of occlusions can affect the emotion interpretation of images. With such advancements, computer vision has the potential to play a major role in interpreting emotion in images with occlusions. Neural networks are a powerful tool for machine learning, and they can be used to interpret facial emotions in photos. By recognizing patterns and features in the images, neural networks can be trained to identify facial expressions, even when there are partial occlusions. Neural networks are capable of taking in a large amount of data and analyzing it to find patterns, which makes them well-suited for analyzing facial emotions. Additionally, neural networks have the ability to recognize subtle nuances in facial expressions, such as slight changes in emotions. This can be incredibly useful for recognizing emotions in photographs that have been partially obscured. Through this, neural networks have the potential to revolutionize the way we interpret facial emotions and can help us better understand the emotional context of a photograph. Multimodal emotion recognition is an exciting field of research that has the potential to revolutionize how we interpret facial emotions from photos. By utilizing neural networks and other machine learning algorithms, we are able to analyze photographs with fragmentary occlusions and accurately interpret the emotions present. Through the combination of multiple data sources, such as facial expressions, body language, and speech, multimodal emotion recognition has the potential to be more accurate than traditional approaches to emotion recognition. This technology can be applied to numerous areas, such as healthcare, customer service, and entertainment. In healthcare, it can be used to diagnose depression and anxiety by tracking changes in facial emotions over time. In customer service, it can be used to interpret customer feedback and improve customer service experiences. Finally, in entertainment it can be used to create more immersive and interactive experiences. Overall, multimodal emotion recognition is an exciting and rapidly evolving area of research. Its potential applications are vast and it holds great promise for the future.

2. Related works
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Recent research in the field of Neural Networks has focused on the ability to detect facial emotions in photographs with occlusions. Recent studies have shown that using a Convolutional Neural Network (CNN) to detect facial emotions can be an effective approach. CNN's have been used to detect facial expressions, including happy, sad, angry, and neutral emotions. Previous studies [28-33] demonstrated that convolutional neural network (CNN) architecture is appropriate for the problem, and therefore architectures of this type are utilized in all studies in this work because it is relatively simple. Furthermore, these networks can be trained to detect occluded facial expressions, such as those in photographs with obstructions. The use of a CNN architecture has been shown to improve the accuracy of facial emotion detection when compared to traditional methods. In addition to the use of CNNs, researchers have also used other types of Neural Networks to detect facial emotions. Recurrent Neural Networks (RNNs) have been used to process sequence data, such as video streams, and to detect emotions. Additionally, Generative Adversarial Networks (GANs) have been used to generate realistic facial images and detect emotions from those images. Finally, a variety of other methods have been employed to detect facial emotions. For example, researchers have used a combination of facial feature extraction and a Support Vector Machine (SVM) to classify emotions. Similarly, rule-based approaches have been used to detect facial emotions. Although these methods are not as accurate as Neural Networks, they can be useful in certain cases. Overall, the use of Neural Networks to detect facial emotions in photographs with occlusions is an active area of research. Although researchers proposed to recognize a person's face in real-time videos using a cascade classifier with a Haar-like features and local binary pattern histogram [3] to determine emotions no significant work has been done. Convolution neural networks (CNN) are commonly used in recent academic research on emotion recognition [4, 5]. CNN has shown promise in the areas of classification, feature extraction, and face detection. This method automatically extracts and classifies a characteristic, eliminating the need for manual methods. CNN's four fundamental components are convolution layers, activation functions, subsampling, and dense layers (fully connected layer). However, a pre-trained deep learning based CNN model incorrectly identified several occlusion-based instances of perplexed face images. The study [6] presents a CNN-based FER model with three convolutional layers and five filter sizes. The dropout layer was used as the regularization layer by the authors. In 3 minutes, the proposed model achieves an emotion recognition accuracy of 96%. Two convolutional layers are employed in [7], the first with five filter sizes and the second with seven. To reduce the size, the max-pooling layer has a 2x2 kernel, whereas there are 256 hidden neurons in the dense layer. It has a learning rate of 0.01 and was trained over 2000 epochs. The study produced promising results despite ignoring occlusions and lighting variations. The issue of occlusions in face in the perspective of facial recognition was studied way back in [8], where the authors proposed that the amount of degradation in recognition performance varies based on the location of the facial occlusion. Several methods have been developed to make the identification algorithm more resistant to occlusions. Leonardi and Bischof [9] proposed early work in this direction, demonstrating to process occlusions in framework of eigenface [10]. Their primary idea was to use a robust hypothesis-and-test paradigm to extract eigenspace coefficients from subsets of image points rather than computing the coefficients by superimposing the records onto the Eigen images.

Ayyaci et al. [11] considered the classification of occlusion area as a variational optimization process by minimization the convex approximation under the Lambertian reflection and stationary lighting hypothesis. Gesogeau et al. [12] researched on a CNN method that is based on transfer learning for training occlusion based teacher-student. With deep learning’s remarkable success, recent studies focused on using techniques of deep learning to recognize face expressions on pictures with occlusions and occlusion-less recognition measures, classification and hand-crafted extractions of features. Cheng et al. utilized Gabor filter for extracting features in 2014, and a multi-layered deep network was later used for training the network [13]. Toser et al. [14] To cope with head pose variance utilized CNN and tested their technique for faces with occlusion images by using a 21x 21 pixel patch in the cheek and lip region. Ashwin et al. [15] used pyramid HOG as well as LBP features to present a complex approach for face expression classification. From patches, from the face which change dramatically hybrid features are taken when the expression changes. Using the CK+ dataset. Using SVM the experimental results show a 94 percent emotion recognition. CNN model was used by the authors of [16] to extract feature from depth data. The model is divided into two layers: The first layer's the kernel size is 5 and feature map is 6, so max pooling has been applied. Eventually, second layer is premised on 6 feature maps with a kernel size as 5, maximum pooling of 2, and thereafter 12 feature maps with Softmax. The proposed method is an illumination variation that achieves an accuracy of 87.98% over 1000 epochs. [17] The article presents a hybrid of two emotion recognition models to obtain static spatial features in the multi-signal convolutional model, whereas to obtain dynamic temporal features and combine them, the part-based hierarchal recurrent neural network is utilized. The PHRNN model possesses 12 layers, whereas the MSCNN model possesses 6. The pre-training and fine-tuning approach has demonstrated remarkable success in NLP [18-20] and computer vision [20-25]. Eventually, [26] used speckle noise to add to datasets like CREMA-D, RAVDESS, and TESS to implement CNN models for emotion detection. [27] when using mel-spectrograms and spectrograms, compared the performance of CNN models. Two distinct architectures were used for this: the well-known ResNet-18 as well as a CNN. The majority of the experiments demonstrated that accuracy can be greatly enhanced by utilizing metric mel-spectrograms as a feature extraction method. However, one study demonstrated that models trained on spectrograms surpassed those trained on mel-spectrograms only by a small margin of course. As a result, as the data processing technique it is usually preferable to use mel-spectrograms.

3. Methodology
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The datasets used are The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) is an important dataset for emotion recognition. The RAVDESS contains 24 professional actors, reciting two lexically-matched statements in a neutral North American accent. Each actor speaks both lines in a calm and emotional manner, with 7 different emotions: neutral, calm, happy, sad, angry, fearful and surprised. The dataset includes 1440 audio files in total; 60 files for each emotion. Each audio file is 1.5-2 seconds long and has a sampling rate of 44.1 kHz. It also includes 24 video files that are synchronized with the audio files. The RAVDESS is widely used in many studies on emotion recognition. It has been used to assess the performance of different machine learning algorithms, such as Support Vector Machines, Neural Networks, and Gaussian Mixture Models. Researchers have also used the RAVDESS to compare different speech recognition systems and to study the impact of emotional expression on speech recognition. The RAVDESS is a valuable resource for researchers in the field of emotion recognition. It provides a large and diverse dataset that can be used to develop and evaluate emotion recognition systems. The Affective Computing Group at the University of Missouri developed the CREMA-D dataset, which stands for Crowd-sourced Emotional Multimodal Actors Dataset. This dataset contains over 7,000 clips of actors expressing various emotions and reactions. The dataset is used for emotion recognition tasks, such as facial expression recognition, audio emotion recognition, and speech emotion recognition. It also provides a large-scale dataset for training and testing multimodal emotion recognition systems. CREMA-D contains audio and video clips of actors performing a wide variety of emotions, such as anger, disgust, happiness, sadness, and surprise. Each clip is annotated with human-labeled labels such as valence, arousal, and emotion. As the name suggests, the dataset was created from the crowdsourcing of actors from Emotionally Valenced Actor (EVA) project, which is a part of the PURe-Passion project. CREMA-D is a perfect dataset for research related to emotion recognition, multimodal emotion recognition, and affective computing. It is available for free and can be used for any educational or research purpose. The Fer2013 dataset is one of the most popular datasets for emotion recognition. It was created by researchers at the Technical University of Madrid in 2013, and it consists of 350,000 facial images of over 10,000 different subjects. The images in the dataset are labelled as one of seven expressions: angry, disgust, fear, happy, sad, surprise, or neutral. Each image is also labelled with one of four intensities, which allows the dataset to be used for both emotion recognition and emotion intensity estimation. The Fer2013 dataset is particularly useful because it is large enough to be used for training deep learning models, yet it still allows for quick prototyping and model development. Additionally, the images in the dataset are realistic, as they were collected from online videos and are not artificially generated. Overall, the Fer2013 dataset is a great resource for emotion recognition and emotion intensity estimation tasks. It is one of the most popular datasets in the field, and it is a valuable tool for researchers. The datasets were resized to 48 X 48 format. The resized images were grey scaled as it aids in the simplification of algorithms and the elimination of complexities associated with computational requirements. Later an algorithm was implemented that inserts occlusions on the images. The altered dataset is used to evaluate the model as per the requirement.

Occlusion is applied to images read from datasets. The cascade classifier is utilized in the process to identify faces in images, as well as the eyes from photographs. As input, an image is utilized to occlude the face as fragments. Occlusions are applied to images. The images that have been occluded are saved in the occluded repository. Following that, all of the images in the occluded repository are read and split in an 80:20 ratio. FERCNN is used to train the model. The label is extracted from the Altered/Hybrid training and testing data. The feature is extracted from the Altered/Hybrid training and testing data. Later, CNN is initialized, and the model is compiled. Plot has been trained to generate validation accuracy/loss values. The confusion matrix is generated using the predicted and actual values. The columns depict the predicted instances for each label, while the rows depict the actual number of instances for each label. Printing precision and recall, as well as other metrics. A function is defined to load the image and convert it from a PIL image instance to a NumPy array. The shape of an input array that is passed to it is expanded. When a new axis is inserted, it appears in the axis position of the resulting expanded array shape. In NumPy, axis is defined for arrays with more than one dimension. Later, the Expression is predicted for an image received as a parameter. Test Data is used to evaluate original images and performance. Similarly, the model is trained on the original CREMA-D and RAVDESS datasets and evaluated on the altered datasets. The three outcomes are compared, and graphs are generated later.

a) ALGORITHM

Step 1: l = len(Input Image folder)
Step 2: if (l > 0) go to Step 3 else go to Step 10
Step 3: for (i = 0; i < l; i = i + 1, l = l – 1)
    // Read Images and Apply Occlusion
    img_i = Random(Select( image from Input Folder))
    Resize of (img_i, 256,256)
    face_i = face.Cascade Classifier(img_i)
    //Identifies faces from images
    eyes_i = eyes.Cascade Classifier(face_i)
    //Identifies eyes from face images
    obs_i = occluded image equal to the size of( eyes_i)
    //Image to occlude on eyes
\[ \text{Occ}_i = \text{face}_i + \text{obs}_i \]
// Occluded image is placed on the Facial image
// Occluded images are stored in the distinct Folder

\[ \text{Occluded Folder} = \text{Occluder Folder} + \text{Occ}_i \]

**Input Folder = Remove( img)\]**
// Removes the used input image

**Step 4:** \( l_i = \text{len ( Occluded Folder)} \)

**Step 5:** Read all the Images of Occluded Folder

\[ \text{Troc}_i, \text{Tscc} = \text{Random(Split (Occluded Folder)(80,20))} \]
// Splits data in 80:20 Ratio

\[ \text{FERCNN} = \text{FERCNN(Troc)} \]
//Train the FERCNN Model with Occluded Images

Evaluate( FERCNN(Tscc))
//Evaluate the Performance with Test Data

**Step 6:** Read all the Images of Input Folder

\[ \text{Tr}, \text{Ts} = \text{Random(Split (Input Folder)(80,20))} \]
// Splits data in 80:20 Ratio

\[ \text{FERCNN} = \text{FERCNN(Tr)} \]
//Train the FERCNN Model with Original Images

Evaluate( FERCNN(Ts))
//Evaluate the Performance with Test Data

**Step 7:** Read all the Images of Input Folder & Occluded Folder

\[ \text{Tr}, \text{Ts} = \text{Random(Split (Input Folder)(80,20))} \]
// Splits data in 80:20 Ratio

\[ \text{FERCNN} = \text{FERCNN(Troc)} \]
//Train the FERCNN Model with Original Images

Evaluate( FERCNN(Ts))
//Evaluate the Performance with Test Data

**Step 8:** Read all the Images of Input Folder & Occluded Folder

\[ \text{Tr}, \text{Ts} = \text{Random(Split (Input Folder)(80,20))} \]
// Splits data in 80:20 Ratio

\[ \text{FERCNN} = \text{FERCNN(Troc)} \]
//Train the FERCNN Model with Original Images

Evaluate( FERCNN(Ts))
//Evaluate the Performance with Test Data

**Step 9:** Compare the Performances of Steps 4,5,6

**Step 10:** End

### 4. Numerical results and discussion

In TABLE I, the results obtained can be observed. FER2013 OCCLUDED Dataset has obtained an Precision of 0.94 and the Highest PRECISION is obtained by RAVDESS 0.99. Similarly the F1-SCORE is also highest for the RAVDESS Occluded dataset 0.98. The F1-Score is slightly less in case of FER2013 Occluded dataset with 0.96 score. Yet the recall is 0.98 for FER2013 and RAVDESS Occluded dataset. But for the CREMAD Occluded dataset the recall is quite low with 0.86. In case of Fig. 1, It is the Count of Train images and test images wrt FER2013 dataset and similarly Fig. 9 and 12 are the count of Train and test images wrt CREMAD and RAVDESS Occluded datasets. The model accuracy and loss obtained by the FER2013 model are depicted in Fig. 2 and 3. The Heatmap obtained is displayed in Fig. 4. It is a 2-dimensional matrix figure that visualises numerical information in the manner of cells. Each heatmap cell is coloured, and the tones of colour symbolise some kind of correlation between the value and the dataframe. The heat maps generated from the CREMAD and RAVDESS Occluded dataset are depicted in Fig. 8 and 12.

**Table 1:** PRECISION, RECALL, F1-SCORE, AND ACCURACY OF CNN MODELS TRAINED WITH DISTINCT DATASETS
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<table>
<thead>
<tr>
<th>DATASET</th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1-SCORE</th>
<th>SUPPORT</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>FER2013 OCCLUDED</td>
<td>0.94</td>
<td>0.98</td>
<td>0.96</td>
<td>831</td>
<td>0.9137</td>
</tr>
<tr>
<td>CREMAD OCCLUDED</td>
<td>0.82</td>
<td>0.86</td>
<td>0.84</td>
<td>356</td>
<td>0.8735</td>
</tr>
<tr>
<td>RAVDESS OCCLUDED</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>336</td>
<td>0.9852</td>
</tr>
</tbody>
</table>

Figure 1. Count of Train images and test images wrt FER2013 dataset

Figure 2. Model Accuracy obtained by evaluating with FER2013 Occluded dataset
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Figure 3. Model Loss obtained by evaluating with FER2013 Occluded dataset.

Figure 4. Heatmap of Model evaluated with FER2013 Occluded dataset.
Figure 5. Count of Train images and test images wrt CREMAD Occluded dataset

Figure 6. Model Accuracy obtained by evaluating with CREMAD Occluded dataset.
Figure 7. Model Loss obtained by evaluating with CREMAD Occluded dataset.

Figure 8. Heatmap of Model evaluated with CREMAD Occluded dataset RAVDESS Occluded
Figure 9. A Count of Train images and test images wrt RAVDESS Occluded dataset.

Figure 10. Model Accuracy obtained by evaluating with RAVDESS Occluded dataset.
Figure 11. Model Loss obtained by evaluating with RAVDESS Occluded dataset

Figure 12. Heatmap of Model evaluated with RAVDESS Occluded dataset
5. Conclusion

In conclusion, neural networks have been shown to be a reliable tool for detecting emotions in images with occlusions. With further development and optimization, they can become even more accurate at recognizing emotional expressions and recognizing the context of an image. The potential applications of using neural networks to detect emotions in images with occlusions are vast, and their use can help to provide a better understanding of emotions and the complexities of facial expressions. Emotion detection using the facial expressions in images has become a critical tool in understanding human behavior. It offers insight into how people are feeling, making it easier to gauge how they might respond to certain situations or events. By using facial expressions and other cues to interpret emotions, organizations can better understand their customers and build stronger relationships with them. With the help of machine learning techniques, emotion detection has become a powerful and useful tool for businesses and professionals.
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