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Abstract 

Sign language recognition is important for enhancing message and user-friendliness for the community of deaf 

and hearing-impaired people. This paper proposes a Malayalam Sign Language (MSL) method using sign language 

that emerged from the state of Kerala. The main factor contributing to this emergence of such regional sign 

language is the absence of a standardized and consistent approach to the use of Indian Sign Language (ISL) in 

various states. This is due to the variations in signs, grammar, and syntax used in different regions. The system 

uses the You Only Look Once v8 (YOLOv8) algorithm-based object detection method which is based on 

Convolution Neural Network (CNN), a widely accepted deep learning neural network design employed mainly in 

computer vision. As the dataset for MSL is not publicly available, we used an MSL video from YouTube provided 

by the National Institute of Speech and Hearing for training a custom model. We pre-processed the video to extract 

the frames and annotate them with sign labels. Then, we trained the YOLOv8 algorithm on the annotated frames 

to detect the hand region and recognize signs in real time. The proposed approach achieved an accuracy of 97.21% 

calculated from the mean Average Precision value on the MSL dataset. The result achieved outperformed other 

existing approaches even while using less dataset count compared to others. 

Keywords: Malayalam sign language; Yolo, Computer vision; Deep learning; Machine learning; Convolution 

neural network 

 

1. Introduction 

Sign language is essential for communication among hearing-impaired people as it helps them to communicate 

their needs and interact with each other. Despite its significance, it continues to be a challenge due to the 

differences in signs shown by people worldwide. Compared with American Sign Language (ASL) or Indian Sign 

Language (ISL), Malayalam Sign Language (MSL) has been given more research attention.  As per the record of 

the World Federation of the Deaf [8], over 70 million people who are hearing-impaired use sign language as their 

prime approach to interact. However, these individuals face significant challenges and barriers in many countries, 

including limited access to education and resources, inadequate instruction, and lack of recognition for sign 

languages as official languages. In India, for instance, approximately 18 million hearing-impaired persons depend 

on sign language as their prime approach to communication [9] [10].  
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Despite its crucial role for the community of deaf people, Indian Sign Language (ISL) poses extensive blockades 

to acceptance and acknowledgment in several states of India due to a lack of standardization and homogeneity in 

its application process. The main factor contributing to this issue is the absence of a standardized and consistent 

approach to using ISL in different states. This is due to the noticeable variations in signs, grammar, and syntax 

used in different regions, creating communication barriers that exist between several sign languages across 

different states. This leads to many regional sign languages emerging in various Indian states, such as Malayalam 

Sign Language (MSL). This has led to the emergence of regional sign languages, such as MSL, which is mainly 

used in Indian states like Kerala.  

To address these issues, it is crucial to develop effective sign language recognition systems and enhance the 

community of the hearing impaired to have access to education and communication. Such advancement can solve 

the difficulty of non-sign language users have to communicate with sign language users and give the hearing-

impaired access to modern technology. While there have been several studies on the recognition of sign language 

for other languages, there is limited research on the use of MSL systems for recognition. This significant 

knowledge gap motivated the study of sign language recognition for Malayalam Sign Language, to offer an 

effective communication method for the hearing-impaired and those who use sign language as their focal means 

of communication within the Malayalam-speaking community. Creating an MSL recognition system can help 

bridge this gap and preserve the rich linguistic and cultural diversity it's known for in the deaf community in 

Kerala, India. 

The implementation of CNN with YOLOv8 architecture was added to identify MSL through the video feed. The 

YOLOv8 pre-trained model is reinstructed using machine learning through modifications to several channels and 

classifications by the Malayalam Sign Language requirement. A dataset made up of a few photos and 51 classes 

of static sign language was collected by taking screenshots of each sign from a video provided by the National 

Institute of Speech and Hearing. In general, the dataset was split into training dataset, validation process, and 

testing dataset sets, with a ratio of 80:10:10. Performance was measured with the help of the following processes 

recall, precision, mAP, accuracy, and F1 score metrics. 

The rest of the paper is divided into 5 sections. The context of the work and motivation are presented in the 

introduction section. Section 1 discusses the numerous studies on sign language recognition that have been done 

using various methods. The proposed system employed in the development Malayalam language through sign 

language recognition is described in Section 2. Experimental works are discussed in Section 3. Section 4 

summarizes the findings and observations made in this study, and Section 5 wraps up the findings and briefs the 

system's potential for future development. 

2. Related works 

Sign language recognition has been an increasingly important area in the field of research as it can help in the 

process of improving communication and accessibility for hearing-impaired who use sign language and help open 

new opportunities for them. However, developing sign language recognition systems for specific sign languages 

can be challenging due to factors such as differences in sign language structure, sign variations, and the limited 

availability of datasets for training and testing. Although MSL is recognized as a distinct sign language, research 

on MSL recognition has been limited due to the lack of globally available datasets for MSL. Thus, it is difficult to 

train and test sign language recognition models specifically for MSL, making the development of such assistive 

technologies for MSL users a difficult task. 

However, with the increasing interest in sign language recognition, there has been some progress in the 

development of MSL recognition systems. Researchers have attempted to develop MSL recognition systems using 

various techniques. Despite these efforts, MSL recognition systems are still in the initial stages of development 

and thus require a need for further research in this area compared to other sign language studies. The need for 

accurate and reliable MSL recognition systems will create an impact on the lives of users who use MSL as their 

language by providing them with better access to communication and information. 

A robust hand gesture recognition system for MSL was suggested by Ajmi et al. [1] that can efficiently help in 

tracking static hand gestures using Inception modules employed in CNN for more efficient computation. An 

application was developed that captures a person's sign gestures for MSL using a webcam and translate them into 

corresponding text messages and audio in real time. This proposed model was able to achieve a 95% accuracy rate 

among the models tested in this study.  

However, another study by Kunjumon et al. [2] proposed a system that could recognize ISL and then convert it 

into text and speech in English and Malayalam languages, which could be displayed on a mobile phone with the 

help of a sensor called Flex, Arduino UNO and Bluetooth HC 05. The system was designed to address the 
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communication difficulties faced by hearing-impaired people who were unable to express their language or 

thoughts verbally. The system aimed to overcome the barrier by recognizing Indian Sign Language and providing 

an output in text and speech in two languages with an accuracy rate of approximately 90% with the proposed 

model. A method for decoding the anticipated labels as text as well as speech and decoding the Indian sign 

language alphabets and numerals in a live video feed was proposed by Katoch et al. [3]. The technique used the 

Bag of Visual Words model (BOVW) for segmentation based on the color of the skin and subtraction of the 

background. Features from SURF were extracted through the images and it is used to map the signs with similar 

labels through which histograms were generated. The classification was done using CNN and SVM. Additionally, 

a GUI was developed to provide easy access to the system. The system had all the 36 ISL static alphabets and the 

digits which was effectively trained and was able to achieve an accuracy of 99%. 

Even though the proposed methods by different authors were able to achieve promising results using different 

algorithms such as Support Vector Machine, CNN, and SURF in computer vision, each of these algorithms has its 

strengths and limitations. The advancement in recent developments in object detection algorithms has led to the 

emergence of new algorithms such as You Only Look Once (YOLO) [4] that have shown promising results in sign 

language recognition.  

Areeb et al. [5] proposed ISL hand gesture recognition-based models using deep learning to effectively predict 

emergency signs. They used a dataset containing video feeds for 8 different emergencies and several frames were 

taken, which were then deployed to three different models. A 3D Convolutional Neural Network (3D CNN) was 

the 1st and 2nd model, consisting of a Recurrent Neural Network with Long Short-Term Memory (RNN-LSTM) 

and a pre-trained model of VGG-16 architecture framework, and the third model was focused on YOLO v5, an 

effective object recognition algorithm and out of the three models it was found that YOLO based model 

outperformed the other models, accomplishing a mean average value of 99.6%.The LSTM models are effective 

for predictions  

The study by Daniels et al. [6] developed a sign language-based recognition system using the YOLO algorithm to 

process input from video-based data in real time. The YOLO algorithm is rooted in a CNN, which is both fast and 

accurate. The trained model of YOLOv3 was retrained with modifications to the levels and classes available to 

meet the sign language recognition-based requirements. A dataset based on the Indonesian Sign Language 

(BISINDO) was collected for the study. In this study, when using the image-based data, the system was successful 

in achieving 100%. The system performed at a pace of 8 frames per second with a precision value of 77.14%, 

recall value of 93.1%, accuracy value of 72.97%, and F1 score value of 84.38% when using video based data. 

A system to detect the 26 alphabets of the Indonesian Sign Language System (BISINDO) was proposed by Luthfy 

et al. [7] using the YOLOv5 method. The system was tested under multiple scenarios, including varying camera 

distance, background video capture, and lighting levels. The system was found to detect 26 sign language alphabets 

in real time without being influenced by the background and lighting level. However, it was affected by camera 

and object distance. The best performance configuration was achieved using a dataset with a distribution of 

70:20:10 ratio for data training, data validation, and testing. The batch size of 16 with 300 epochs and 0.01 for the 

learning rate produced an accuracy value of 99.27%.  

Table 1: Test model Specifications and test conditions. 

Authors Algorithm Dataset Accuracy 

Ajmi et al.[1] CNN (Inception 

modules) 

MSL 95% 

Kunjumon et al. [2] Hardware-based ASL & MSL 90% 

Katoch et al.[3] SVM, CNN & SURF ISL 99% 

Areeb et al. [5] YOLOv5 ISL 99.6% 

Daniels et al. [6] YOLOv3 BISINDO 72.97% (for Video) 

100% (for Image) 

Luthfy et al. [7] YOLOv5 BISINDO 99.27% 

 

The studies demonstrated the potential of using CNNs and object-detecting methods such as YOLO to develop 

real-time sign language systems as shown in Table 1. These types of systems have the strength to greatly improve 

https://doi.org/10.54216/FPA.170110


 

Fusion: Practice and Applications (FPA)                                                        Vol. 17, No. 01. PP. 135-145, 2025 

138 
DOI: https://doi.org/10.54216/FPA.170110      
Received: November 24, 2023 Revised: March 15, 2024 Accepted: July 11, 2024 

 

the communication between people with hearing impairments and those without, by allowing sign language to be 

translated into text or spoken language in real-time which can hence open new opportunities for the people and 

reduce the gap they feel between normal people. Deep learning and machine learning algorithms, such as YOLO 

and LSTM, have shown significant versatility across various domains, including medical imaging and financial 

forecasting [13-15]. Additionally, the use of deep learning methodologies is expanding to efficiently recognize 

sign language, enhancing communication for the hearing impaired [16-17]. While extensive research has been 

conducted on ISL, ASL, and BISINDO, there remains a gap in studies focused on Malayalam Sign Language 

(MSL). 

3. Real time sign recognition using object detection YOLOV8 

However, based on previous studies, it was found that the YOLO algorithm outperformed other algorithms because 

of the way it handles object detection. A single neural-based network is used by the object-based recognition 

algorithm YOLO to identify items in an image. The images were divided into a grid, and predictions were made 

for each of the grid cells about the bounding of boxes, object-ness scores, and probabilities of the class [18-19]. 

YOLOv5 was an improved version of the YOLO algorithm that uses a novel backbone network and a modified 

detection head to achieve higher accuracy and faster inference. But YOLOv8, the latest version was even further 

improved. YOLOv8 uses a more efficient backbone network with Cross Stage Partial (CSP) architecture and a 

decoupled head that distinguishes the branches of classification and detection. It also uses Distance-IoU Loss 

(DIoU) and Dynamic Feature Loss (DFL) to enhance the reliability of object detection. As YOLOv8 is a cutting-

edge object identification algorithm that can precisely recognize hand motions in sign language it is excellent for 

real-time recognition of sign language. It has a short inference time and can operate on low-power devices [20-

21]. Figure 1 represents the dataset converted into the latest YOLOv8 format and the proposed model to recognize 

sign language.  

 

 
 

Figure 1. Proposed system for MSL 

YOLOv8 algorithm architecture consists of different blocks as displayed in Figure 2. P1, P2 P3, P4, and P5 are 

feature pyramids, these are the fundamental elements of recognition systems for finding objects at various scales. 

To increase the model's precision and performance, a new backbone network known as Cross Stage Partial (CSP) 

was added to the YOLOv8 architecture. The CSP was created to lower the computing burden of the model while 

preserving accuracy. It operates by dividing the network into two sections and sending input data through each 

section simultaneously. The input data was subjected to convolutional operations in the first part, while a more 

https://doi.org/10.54216/FPA.170110


 

Fusion: Practice and Applications (FPA)                                                        Vol. 17, No. 01. PP. 135-145, 2025 

139 
DOI: https://doi.org/10.54216/FPA.170110      
Received: November 24, 2023 Revised: March 15, 2024 Accepted: July 11, 2024 

 

involved transformation was carried out in the second. The outcomes from the two sections were then merged and 

sent to the following layer. As a result, computation resources may be used more effectively, leading to quicker 

and more precise results. A C3 module, which consists of three Convolution modules and several bottleneck 

blocks, is used as the backbone of YOLOv5. A new C2f module is utilized in YOLOv8, nevertheless. The 

bottleneck blocks and 2 ConvModules that make up the C2f module are combined by a Split and Concat operation. 

 
Figure 2. YOLOv8 Model Architecture 

 

The YOLOv8 algorithm also aims to decrease the computational complexity of the model [22-23]. To achieve 

this, the block size in each stage was reduced from 3, 6, 9, and 3 during the YOLOv5 algorithm to 3, 6, 6, and 3 in 

YOLOv8 [12]. Furthermore, the SPPF module that is being used in YOLOv5 is adopted during Stage 4 of 

YOLOv8, as it helps to increase the inference speed of the model compared to the original SPP module. This 

reduction in computational complexity results in faster and more efficient sign language recognition using the 

YOLOv8 algorithm. 

To overcome the problem of information loss in small objects due to extensive convolution operations, the 

YOLOv8 architecture's Neck component used the Feature Pyramid Network (FPN) and Path Aggregation Network 

(PAN) designs. It was used during the Neck section of the architecture where the feature fusion of images was 

carried out. More network layers allowed the upper features to capture more data, while fewer convolution layers 

allowed the lower features to retain more location-specific data. When dealing with photos of various sizes, 

YOLOv5 used the FPN structure to up-sample the bottom feature map and the PAN structure to down-sample the 

top feature map, producing, respectively, more feature and position information. Following the merging of the two 

feature outputs, precise results were produced. However, in YOLOv8, FPN and PAN structures are still used, but 

with a tweak that does away with convolution operations during the up-sampling stage. By making this change, 

the computational load will be further decreased, and the inference process will be expedited. 

In contrast to the coupled head utilized in YOLOv5, the decoupled head in the YOLOv8 design separates the 

classification and detection heads. Only the classification and regression branches were preserved, with the object 

branch being eliminated. YOLOv8 uses Anchor-Free to find the object by its center and forecast the distance 

required from the center till the bounding of the box rather than Anchor-Base, which pre-sets many anchors in the 

image. With this method, there was no need to set up anchors, and the model was more adaptable to identifying 

objects of different sizes and forms. YOLOv8's decoupled head offers a method for object detection that is more 

effective and precise. 

However, in the Loss block, CIoU (Complete IoU) and DFL (Dynamic Focal Loss) two novel components 

incorporated in YOLOv8 were introduced to increase the localization accuracy for the objects in a detection task. 

CIoU is a variant of IoU that considers the overlapping areas, aspect ratio, and center point distance between the 

predicted model and ground model of truth bounding boxes. On the other hand, DFL is a variant of Focal Loss 

that assigns different weights to the easy and hard examples during training. Finally, the BSE (Box Smooth L1 

Error) loss function, which was applied to the regression task, penalizes the variance in the bounding of the box 

coordinates between the predicted model and the actual ground of truth values. 

3.1 YOLOV8 Algorithm 

 

1: The algorithm for the proposed system used for Malayalam Sign Language can be presented as follows,  

2: Load the YOLOv8 architecture and the pre-trained weights. 
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3: Load the dataset of Malayalam sign language images and corresponding labels. 

4: Split the dataset into two halves as training and validation datasets. 

5: Set the criteria for the training dataset, including the rate of learning, batch size, and epoch count. 

6: Set up the training loop, iterating over each epoch and mini-batch: 

a. Forward pass the input through the model to obtain predictions. 

b. Calculate the loss using the DFL, IoU, and classification losses. 

c. Backpropagate the loss and update the model parameters. 

d. Print and record the training metrics. 

𝐼𝑜𝑈 =  
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝

𝑎𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
 

7: Examine the model based on the performance of the validation set, calculating metrics such as precision, 

recall, and Mean Average Precision (MAP). 

𝐴𝑃 =
1

𝑛
∑ 𝐴𝑃𝑐

𝑐=𝑛

𝑐=1

 

where, 

APc = average value of precision for class c 

n  is the number of classes. 

8: Once the model is trained and validated, use it to predict the labels of new sign language images. 

9: To predict the labels of a new image: 

 

a. Load the image and convert it to a format that can be input to the YOLOv8 model. 

b. Feed the image through the YOLOv8 model and obtain the predicted bounding boxes and corresponding 

class labels. 

c. Apply non-maximum suppression to discard redundant bounding boxes. 

d. Use the predicted labels to interpret the sign language gesture and output the corresponding text. 

 

4. Dataset and Experiments 

 

The first step in developing a sign language recognition system was to collect a dataset of sign language gestures. 

A dataset is a collection of samples that are used to train a machine learning model so that a well-curated and 

diverse dataset can accurately recognize and classify different signs. Here in this paper, a custom dataset for 

Malayalam Sign Language (MSL) was created by capturing each frame of a video from YouTube provided by the 

National Institute of Speech and Hearing shown in Figure 3 as there were no publicly available datasets for MSL. 

A tailored dataset specifically for MSL in Table 2 was created and ensured it included all the relevant signs and 

gestures and the dataset was well-balanced, diverse, and suitable for training custom models. 

Table 2: Dataset Specification for MSL 

Specification Value 

Resolution 1280 x   720 

Extension .jpeg 

Images 138 

Classes 51 

Images per 

class 
1-3 
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Figure 3. MSL Dataset 

These captured images were labeled with their corresponding English phonetic alphabet instead of the original 

Malayalam character (for example ‘aa’ for ആ, ‘ee’ for ഈ) as labeling each image with Malayalam characters 

caused the class error. This process of labeling was done manually which involved reviewing each image, marking 

them with a bounding box, and assigning appropriate labels using a popular image annotation tool called Roboflow 

[11] as shown in Figure 4. The dataset included 51 sign gestures representing different Malayalam Signs. A few 

class list details are provided in Table 3.  

 

Figure 4. MSL Dataset marked with bounding box using Roboflow 

Table 3: Dataset class label and its corresponding Malayalam alphabet 

Class Label Corresponding Malayalam 

Alphabet 

a അ 

the ത 

ka ക 

ga ഗ 

ja ജ 

er ഋ 
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The labelled dataset is split into 3 parts of training, validation, and testing, with a ratio of 80:10:10. The dataset 

created ensured that each class was balanced with an equal number of sample images. Secondly, the process of 

pre-processing was applied to the image dataset to decrease the training time and increase the performance using 

the Roboflow tool. Here, as part of pre-processing, the images were resized to 980x480 from 1280x720, to increase 

performance. The process of Augmentation was done on the dataset to create new variations of existing images 

and to increase images in the dataset with the help of the Roboflow tool. This step can significantly make the 

model more accurate and efficient for sign recognition. Here, a horizontal flip transformation was done, so that 

the sign-based language system will be able to understand the signs from the left or right hand as the MSL dataset 

is inadequate. Thus, this allows to improve the reliability of the system. 

5. Results and Discussions   

The model developed was trained based on an image dataset consisting of images of 51 signs from the MSL 

vocabulary. The dataset was pre-processed to improve the quality of the images. This was achieved through 

resizing and augmenting the images to increase the diversity of the training data. 

The model was trained and then tested on a separate dataset consisting of images of MSL hand gestures. The 

results from the model indicate that the proposed model provides promising results in recognizing MSL signs, 

with an accuracy of 97.21% even using fewer datasets for training purposes. The higher accuracy rate can be 

compared to the quality of the pre-processed dataset, which included a wide variation of images, and the use of 

the YOLOv8 architecture, which is highly effective in object detection though the dataset used was less. 

The study also compares the deliverance of the proposed model with that of other existing models used for sign 

language recognition which outperformed the other models with less dataset, including the CNN-based model and 

hardware as shown in Figure 5. 

                        

(a)                                                                                          (b) 

Figure 5. Comparing the accuracy rate between (a) the Inception module, Hardware, and YOLOv8 proposed in 

this paper for MSL and (b) with other sign languages 

All the detections that were performed produced the right class. However, certain photos have poor confidence, 

which prevents them from being recognized at a specific threshold. 

 Figure 4 shows the values of the performance metric used in object detection which measures the quality of the 

detection by calculating the AP for all the classes from the dataset which is then computed with the mean of these 

values across all classes. The formula to calculate the Average Precision is, 

𝐴𝑃 =  ∑ [𝑅𝑒𝑐𝑎𝑙𝑙(𝑙) − 𝑅𝑒𝑐𝑎𝑙𝑙(𝑙 + 1)] 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑙)

𝑙=𝑛−1

𝑛=0

 

where 𝑛 is the number of thresholds. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 T(+)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 T(+) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠F(+)
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 T(+)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 T(+) + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 𝐹(−)
 

In object detection, T(+) refers to the cases where the predicted bounding of the box overlaps with the ground truth 

of the bounding box with an IoU (Intersection over Union) greater than a certain threshold, and the class of the 

predicted box matches the classes with the ground truth box. F(+) refers to the cases where the predicted box will 

not overlap with any other ground truth box nor overlap with a ground truth box with an IoU below the threshold, 

and the class of the predicted box does not match the class of the ground truth box. F(-) refers to the cases where 

there exists a ground truth box but no predicted box overlaps with it with an IoU above the threshold. T(-) refers 

to the cases where there is no ground truth box and no predicted box. 

After calculating the Average Precision (AP) for each class in the dataset, the following mean Average Precision 

is calculated using the formula below, 

𝑚𝐴𝑃 =
1

𝑛
∑ 𝐴𝑃𝑐

𝑐=𝑛

𝑐=1

 

where APc = Average Precision value of class c and n is the number of classes. 

Table 4: Sign detection using the proposed YOLOv8 for all the classes. 

Class 

Labels 
Output Class Labels Output 

JA 

 

KA 

 

TA 

 

THE 

 

 

Here, the metrics/mAP50(B) was calculated as the mean Average Precision (mAP) with  50% (0.5) Intersection 

over Union (IoU) threshold for bounding boxes, while the metrics/mAP50-95(B) was calculated as the mAP at a 

range of IoU thresholds from 50% to 95% (0.5 to 0.95). Here, the metrics/mAP50 (B) value is 0.90, indicates the 

model detected the signs in the images with an IoU threshold of 0.5. Additionally, the metrics/mAP50-95(B) value 

was 0.70, which clearly states that the model was better at accurately identifying the signs at a range of IoU 

thresholds from 0.5 to 0.95. Table 4. Shows that the model developed is performing well in detecting signs in the 

Malayalam Sign Language dataset.  

6. Conclusion and Future Work 

The developed model using YOLO performed well in recognizing Malayalam Sign Language (MSL) with a model 

that was trained on a dataset that included images of 51 MSL signs. The model's evaluation also revealed that it 

performs well in detecting signs in the MSL dataset, despite having some constraints, it was able to achieve 

significant results. However, there is still scope for improvement in the accuracy of the model.  One possible future 

direction for this research could be to collect a larger and more diverse dataset for MSL, which could aid in more 

effectively training the model hence, improving the accuracy of the recognition that can be used by the public. 

Furthermore, a look into using transfer learning to train the model on other sign languages and then test its 

performance on MSL can also be done to improve the model.  Smartphone cameras provide input and initial 

processing, and edge cloud computing uses advanced machine learning models built on Malayalam datasets to 

detect sign language in real time. This direction represents a future for real-time sign language detection [24-25]. 

Overall, this research contributes to the growing area of sign-based language recognition models, and their 

potential applications in bridging communication barriers for individuals who use sign language. 

https://doi.org/10.54216/FPA.170110
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