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Abstract 

Forecasting the stock market is a significant challenge in the financial industry due to its time series' complicated, 

noisy, chaotic, dynamic, volatile, and non-parametric nature. Nevertheless, due to computer advancements, an 

intelligent model can assist investors and expert analysts mitigate the risk associated with their investments. In 

recent years, substantial research has been conducted on deep learning models. Many studies have investigated 

using these techniques to anticipate stock values by analyzing historical data and technical indications. However, 

since the goal is to create predictions for the financial market, validating the model using profitability indicators 

and model performance is crucial. This article incorporates the attention mechanism model, incorporating attention 

from both feature and time perspectives. Utilize artificial neural networks. This approach addresses issues in time 

series prediction. The issue is the varying degrees of influence that many input features have on the target sequence. 

To tackle this, the method utilizes a feature attention mechanism to obtain the weights of distinct input features. 

An enhanced feature association relationship is achieved, whereas the data before and following the sequence 

exhibit a significant time correlation. An attention technique is employed to address this issue, allowing for the 

acquisition of weights at various time intervals to enhance robustness and temporal dependence. The system is 

applied to the three global SMs (TESLA, S&P500, and NASDAQ) datasets, the best enhancement results are 99% 

in Acc, and the better results improvement to minimize error in MSE, MAPE, and RMSE are 0.004, 0.004 and 

0.01 respectively. 

Keywords: Stock market Prediction; Deep learning; Neural networks; Sentiment analysis; Reinforcement 

learning; Financial markets; Trading strategies 

1. Introduction 

 

Financial evaluation and investment decisions heavily rely on analyzing stock market trends. Stock market trend 

analysis involves time series regression. The complexity relies on various non-numeric factors such as socio-

economic situations, political circumstances, financial crises, trade conflicts, global economic downturns, and 

public perceptions of a corporation [1] .As a result, stock trends can show inconsistent patterns compared to 

historical data [2]. Economic conditions can significantly influence stock trends. Stock values typically decrease 

during a recession due to investors' increased risk aversion.  

During periods of economic expansion, the value of stocks generally rises as investors become more optimistic 

about the future[3]. The performance of individual companies can also impact stock patterns. Positive events, such 

as higher profits and the introduction of new products, can lead to a significant increase in stock prices. Conversely, 

negative events, such as a decrease in sales or the recall of products, can have the opposite effect on stock prices[4].. 

Stock trends can be influenced by global events such as natural disasters, geopolitical tensions, or pandemics[5]. 

These occurrences can result in market ambiguity, prompting investors to adopt a more cautious approach towards 

taking risks. It is crucial to acknowledge that stock trends inherently exhibit volatility. In addition, it can be 

influenced by a variety of factors[6]. The task is significant, such that even a minor enhancement in stock market 

forecasting can result in substantial profits. The stock market can go in two directions: upwards (when stock prices 

rise) or downwards (when stock prices decrease) [5]. Typically, four methods exist for analyzing the stock market's 

direction [7]. Fundamental analysis which is the most wide-spread and popular way to evaluate the stock market 
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consists of analysis of macroeconomic situation, reports and plans of company. The second of the methods used 

most is technical analysis [5]. This strategy is by looking at the stock market chart and comparing them with the 

previous prices so as to predict the direction where the price would be going.  [8].  Another highly advanced 

technology level is based on Machine Learning (ML), which can often analyze the market without too much human 

intervention [9]. Machine learning models work with historical data to find the trends apart from different things 

that might measure future market price movements. The Sentiment-based approach is a specific strategy that 

employs other persons' sentiments expressed in social media activity or financial news reports to assess stock 

market prices [8,10]. Different global researchers showed an intense interest in stock market prediction. Associated 

with this are papers published lately demonstrating the high potential of ML models to predict stock prices. While 

the models have several designs, the Network Artificial Neural (ANN) stands out in this category of [11], Decision 

Tree (DT) [12], Support Vector Machine (SVM) [13], Random Forest (RF) [14] ,and Long Short-Term Memory 

networks[15] Different types of machine learning algorithms present with diverse strengths in analyzing the same 

historical data. Performance depends on the nature of the data itself and the time duration of the term that the 

historical data is at hand. An increasingly developing area of financial and statistical studies which use different 

machine learning algorithms to reconstruct financial time series data for performing stock market price forecasts 

and performance evaluation [13]. 

 

Most machine learning-based systems have shown a primary weakness in their empirical outcomes. The ML 

models' performance was solely assessed based on their classification capability. While a valuable measure for 

evaluating machine learning models, more is needed to assess their effectiveness in stock market prediction. The 

following part explains the suggested method regarding feature engineering, data filtering, and model training. 

 

2.             Related Work 

Several academics have researched the stock market to develop ideas for its functioning.   The stock market known 

for its unpredictable nature and complex workings, for this problem, deep learning and machine learning 

techniques have been used. Most of them are described:  

Patil et al. in 2020 employed deep learning models, including ARIMA, RNN, and Facebook Prophet. The 

researchers aimed to improve prediction accuracy by collecting substantial time series data and examining its 

correlation with relevant news articles. The dataset they compiled encompassed daily stock prices for S&P500 

companies. RNN outperformed other models, achieving a MAPE value of 2.03 [1] . Khan et al.  in 2023 models of 

machine learning such as RANDOM FOREST, XG Boost, ADA Boost, and ANN are used to predict the futurity 

of TESLA Inc. They implemented a simulation model of financial market to evaluate the risk, maximum 

drawdown, and profits associated with each model of machine learning. The proposed approach enhanced the 

profitability of the stock market and mitigated the risks linked to each machine-learning model, leading to an 

accuracy rate of 91.27% [9].  Chung and Shin in 2020 they assessed several models, such as the MLP neural 

network, the DAN2 structure, and the hybrid network that combines or uses the autoregressive conditional 

heteroscedasticity (GARCH) to bring forth new inputs. The evaluation of these models was performed 

using (MSE) and  (MAD), using real daily exchange rate values of the NASDAQ Stock Exchange index. The 

findings indicate that the traditional artificial neural network (ANN) model, particularly the multilayer perceptron 

(MLP), outperforms the other models in relation to mean squared error (MSE), attaining a value of 1472.278 [11]. 

Chandrika and Srinivasan in 2021 Evaluated multiple models, such as the multilayer perceptron (MLP), and 

Utilized the Artificial Neural Network algorithm of deep learning to forecast stock indices that align with the 

direction of price fluctuations. The dataset utilized for numerous stock indexes, such as NIFTY 50, S&P 500, New 

York Stock Index, Korean Stock Index, Dow Jones Index, and Shanghai Stock Index. Many measurement 

measures were employed to assess the model's performance, including accuracy, precision, recall, and F1 score 

[16]. Zulqarnain et al. in 2020 employed combine Convolutional Neural Networks (CNN) with recurrent neural 

networks to elevate the signal prediction process. In particular, the model focuses on the direction of such signals 

based on the past time series data. Three different data sets were used to determine the prototype: HSI (the Stock 

Indexes of Hang Seng), DAX (the European Index), and S&P (the stock index of S&P). Consequently, the best 

ERR results: 56.2% for the HSI dataset, 56.1% for the DAX dataset, and 56.3% for the S&P 500. This is the result 

of using the proposed GRU-CNN model [17]. Shams and Shams in 2020They investigated the comparative 

performance of seven machine learning algorithms on four different stock returns indices, which are NASDAQ 

index, NYSE index, NIKKEI index, and FTSE. The main aim of their study was to assess the effectiveness of 

these algorithms in reducing investment risks. The results indicated that using leaked datasets, the Random Forest 

and Bagging algorithms performed exceptionally well [18]. Li in 2024 employed artificial intelligence tools for 

stock market trends forecasting by comprehensively analyzing. The main goal of the study is to assess and compare 

the predictive capabilities of four different methods: linear regression, support vector regression, random forest 

regression, and LSTM. These approaches are especially employed to predict Tesla's stock values. Linear regression 
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stands out as the most outstanding performer among the four approaches, reaching a notable R-squared value of 

0.85 [19]. Bathla in 2020 Applied Long Short-Term Memory (LSTM) to predict fluctuations in stock values. In 

the experiment, the two methods LSTM and SVR were compared using different stocks index data including S&P 

500, NYSE, NSE, BSE, NASDAQ and DJIA. The result of the test demonstrates that LSTM, in fact, is able to 

reach a significant level of accuracy [20]. Focused on optimizing the parameters of the Convolutional Neural 

Network (CNN) model and incorporating well-known technical indicators as effective input variables for stock 

price forecasting. The study utilized the S&P 500 index dataset. The experimental findings emphasized the 

suitability of the CNN model for constructing precise stock prediction models [21]. Gurav and Sidnal in  2018 

present a new modified backpropagation neural network (MBNN) as an adaptive stock forecasting model for 

worldwide markets. The study encompasses trials conducted on diverse marketplaces, including the S&P 500 

index, NASDAQ, and NSE. The results suggest that the MBNN model exhibits favorable performance in all of 

the analyzed markets [22]. Suryani and Buani in 2020 is employed a neural network model to forecast the value 

of stock shares using the historical TESLA dataset. They utilized a multilayer feed-forward network to address the 

problem. The results indicated that, in terms of predicting changes in stock value direction, none of the methods 

performed better than the backpropagation algorithm, achieving an accuracy of 94%  [23]. 

3. Attention mechanism 

The attention mechanism was initially employed in machine translation and has since become a fundamental 

technique in neural networks. The attention mechanism is an essential component of artificial intelligence, 

performing a critical function in various domains, including natural language processing, time series prediction, 

speech recognition, and computer science [24]. 

3.1. General form  

When seeing a scene in our everyday lives, our attention is naturally drawn to the distinctive areas, which we then 

process rapidly. The aforementioned procedure can be expressed as the equation (1) represents the relationship 

between the variable "Attention" and the functions "g(x)" and "x". Here, the function g(x) can be used to denote 

the generation of attention, which refers to the act of focusing on the discriminative regions. The expression 

f(g(x),x) denotes the operation of applying attention g(x) on input x, where attention g(x) focuses on important 

regions and extracts relevant information. Based on the given definition, it can be observed that nearly all attention 

mechanisms now in existence may be expressed using the aforementioned language.  

Illustrations. The expressions g(x) and f(g(x),x) can be formulated for the purpose of self-attention [25]. 

Q,K,V=Linear(x)                                               (1)                                 

 

g(x)=Softmax(QK)                                            (2)                                                              

 

 f(g(x),x)=g(x)V                                                 (3)                                                             

 

 

 

 

 

 

 

 

 

Figure 1. General form for self-attention 
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4.          Methodology 

The proposed system includes main stages the first stage is preprocessing dataset that includes transform nominal 

to numeric , drop  duplicate value , and interpolation. The second stage involves TIS generation. The third stage 

is building prediction model, which is implemented by ATTENTION Model, final stage is the evaluation of result 

based on test data. 

 

                                                          Figure 2. The proposed system architecture 

                                                               

4.1.        Description of stock market dataset 

The dataset for our study is provided from Yahoo finance’s stock historical data. The study based on experimental 

tests with historical data set from three global stock markets such as (S&P500, Tesla, and NASDAQ). The period 

of S&P500 is selected from 18/11/1999 to 12/07/2022 , 5697 instances and NASDAQ from 18/11/1999 to 

31/03/2020 , 5124 instances as shown visually in figure (4.1) and figure (4.2) respectively, while the period of 

Tesla is selected from 29/06/2010 to 03/02/2020 , 2416 instances. The historical data is collected in daily basis 

(Open, High, low, Close, Volume, Adj Close).   

•Open: price at the opening of the particular day. 

•High: resulted in an all-time high level recorded for the day 

•Low: closed session of lowest traded stock of the day. 

•Close: the closing price of the company’s stock at the end of the day that is being talke about day 

•Adjacent close: It denotes the value remaining after stock dividends distribution 

•Volume: represents a combination of share and contract exchanges between the buyer and seller and sellers. 

After downloading data set, datasets have saved in three tables and they have added to local database. 

  

 

Figure 3. The period time TESLA stock market 
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Figure 4. The period time of NASDAQ stock market 

 

Figure 5. The period time of S&P500 stock market 

 

Table 1: Summarization of dataset 

DATASET   Period time   
NO. of 

Features 

 

 

No. of 

Instances 

Tesla  29/06/2010 to 

03/02/2020 

 7  2416 

       

S&P500  18/11/1999 to 

12/07/2022 

 9  5697 

       

Nasdaq  18/11/1999 to 

31/03/2020 

 

 

7  5124 

 

4.2. Preprocessing stage 

The data is processed and prepared into prediction stage because actual datasets like SM dataset might have some 

unsuitable structure. This stage include:  

4.2.1. Nominal to numeric 

In this step, transform attributes to numeric form, which is performed on categorical attributes (Date). This process 

converts the data type from date into text after that to numeric by merging the date (day, month, and year) and 

deleting (/) separator digits. Finally, the text data converts into numeric. 
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4.2.2 Duplicate rows   

Are found in the data, they are all removed, with the exception of the first instance of each duplicate row. The 

updated information can be saved in a new variable or substituted in the existing one. 

4.2.3 Interpolation  

It is often observed in real-world scenarios to have missing values in a dataset. Imputation using the median entails 

replacing the missing data with a computed value [26] . 

     MED = 
𝑃𝐻(𝑡)+𝑃𝐿(𝑡)

2
             (4) 

             

 

 

Figure 6. The process interpolation 

4.3. Technical indicators generation  

TIs are used as inputs to the model to improve the accuracy [13] [27]. 

 

 Day of the Week: Some stocks may exhibit specific behaviors on certain days.     

  Month: Certain months might show seasonal trends. 

 Lagged Prices: The prices of the stock over previous days. 

 Standard deviation (SD) is a mathematical term that quantifies the amount of variation or dispersion around 

an average value. Standard deviation (SD) is a statistical metric used to quantify volatility. The standard 

deviation is employed to quantify anticipated risk and ascertain the significance of specific price fluctuations. 

The calculation of SD is calculated using a particular formula: 

Standard Deviation 𝑆𝐷 = √
(𝑃𝑐(𝑡)−𝑆𝑀𝐴𝑡(𝑛))2+(𝑃𝑐(𝑡−1)−𝑆𝑀𝐴𝑡−1(𝑛))2+⋯(𝑃𝑐(𝑡−𝑛+1)−𝑆𝑀𝐴𝑡−𝑛+1(𝑛))2

𝑛
          (5)                                                                                                                                        

Relative Strength Index (RSI): Quantifies the velocity and magnitude of price fluctuations  [13]. 

RSI = 100 −
100

1+(∑ UP𝑖−1/𝑛)/(∑ DW𝑖−1/𝑛𝑛−1
𝑖=0 )𝑛−1

𝑖=0

     (6)  

 Moving Average Convergence Divergence (MACD): Compares short-term and long-term trends to indicate 

potential buying or selling opportunities. [28] 

MACD Line (MACD) = EMA (Shorter Time Period) – EMA (Longer Time Period)  (7) 

Signal Line (Signal) = EMA (MACD Line, Signal Time Period) 

 Bollinger Bands: Measures volatility and identifies overbought or oversold conditions. 

 Standard Deviation: Quantifies the amount of historical volatility in a stock's price. 
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 Price Rate of Change (ROC): Measures the percentage difference in the current closing price and n 

number of days in the past.[28][13]. 

 ROC is computed by taking the difference between current closing price from n days closing prices ago. 

       ROC=
𝑃𝑐(𝑡)−𝑃𝑐(𝑡−𝑛)

𝑝𝑐(𝑡−𝑛)
        (7) 

Where: Pc (t): Current Price is current price of the asset and Pc(t-n): Price n means the past price n periods ago. 

Exponential moving average (EMA): is a mathematical method that assigns greater importance to recent data 

points, resulting in a higher level of significance in the overall computation. This technical indicator is widely 

popular. The EMA is employed to evaluate the trajectory of a financial asset's movement. To accomplish this goal, 

EMA utilizes a method known as smoothing, which entails removing the unpredictable variations in price by 

computing the average price over a designated time period, represented as m. The Exponential Moving Average 

(EMA) is a lagging indicator that relies on historical price data. The EMA lacks the ability to predict upcoming 

trends, but it is capable of confirming the direction of an already established trend. The Exponential Moving 

Average (EMA) is a calculation that gives more weight to recent values. It is determined using the following 

formula [29]:  

 EMA (t) =(Close(t) - EMA(t-1)) *  
2

   (n+1)+EMA(t−1)
      (8)              

where EMA[t] is the Exponential Moving Average at time(t), Close[t] is the closing price at time [t], EMA[t-1] is 

the Exponential Moving Average at time[t-1], and n is the number of periods 

 % R (WILLIAMS %R) the current price relationship with the high and low prices over the preceding n days 

is indicated using the Williams %R indicator. Williams %R is calculated as follows [30]:  

%𝑅 =
𝑃𝐻(𝑛)−𝑃𝑐(𝑡)

𝑃𝐻(𝑛)−𝑃𝐿(𝑛)
        (9) 

 CCI (Commodity Channel Index) is a technical indicator used in technical analysis to assess the strength 

of a trend and identify overbought or oversold levels in the market [11][27]. 

CCI = 
𝑃𝐶 (𝑡)−𝑆𝑀𝐴𝑃𝐶 (𝑛)

(0.015)∗𝑀𝑒𝑎𝑛 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
   (10) 

Where: The Typical Price is calculated as the mean of the high, low and close prices which is exactly for a specific 

time period .The Simple Moving Average (SMA) is the average of the Typical Prices over a specified number of 

periods. The Mean Deviation is the average of the absolute differences between each Typical Price and the 

corresponding SMA over the specified number of periods. 

 Simple Moving Average (SMA)  

The Simple Moving Average (SMA) can be determined by computing the mean price over a specified time period. 

This operation is performed repeatedly on a daily basis in order to create its own time series. The formula obtained 

is [31]: 

𝑆𝑀𝐴 =
𝑝𝑐(𝑡)+𝑝𝑐(𝑡−1)+⋯+𝑝𝑐(𝑡−𝑛−1)

𝑛
        (11)                                                                               

4.4. MIN-MAX normalization  

   The input data is transformed via linear scaling to a range of values between 0 and 1, resulting in a normalised 

multi-dimensional time-series. The act of scaling this data enhances the efficiency of the training method for the 

neural network model. The value of x0 can be stated using linear scaling.[32]: 

𝜐*= 
(υ−𝜇𝑖𝑛)

(𝜇𝑎𝑥−μin )
   (12) 

where :𝜐 *: is the new value ; 𝜐: is the old value , 𝜇in: the minimum value The data has been normalized using a 

min–max scaler , 𝜇ax: the maximum value. 

4.5. Data splitting 

         The correct measurement of data mining techniques demand the use of test data that were not yet intended 

during the training stage previously. Through Cross Validation (CV), a section of the SM dataset is divided into 

(10

) 
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two segments on every fold. The data is split into two subsets: the training set is 80% of the data and here the 

validation set is 20% of the training data. 

4.6. Predictor stage 

4.6.1. Class labeling 

          This step is essential for the categorization phase. The class attribute is determined by the utilization of two 

distinct formulae. The volatility of a stock is determined by subtracting the previous closing price from the current 

closing price. If the result is positive, it is classified as "high volatility". If the result is negative, it is classified as 

"low volatility". Otherwise, it is classified as "stable". 

𝑐𝑖 = {

𝑥           𝑖𝑓 𝑐𝑙𝑜𝑠𝑒𝑖 > 𝑐𝑙𝑜𝑠𝑒𝑖−1

0           𝑖𝑓 𝑐𝑙𝑜𝑠𝑒𝑖 = 𝑐𝑙𝑜𝑠𝑒𝑖−1

−1        𝑖𝑓 𝑐𝑙𝑜𝑠𝑒𝑖 < 𝑐𝑙𝑜𝑠𝑒𝑖−1

 

Where ci=𝛥 close price, i from 1 to total historical data. 

4.6.2. Model architecture 

The model comprises multiple layers. The initial layer is the Attention layer, which enables the model to 

concentrate on certain segments of the input data. The Attention is in this model, consisting of scaling 

(scaling=True hence dropping rate is 0.3). Next step is a Transmission layer, which is composed of a densely 

connected network composed of 256 neurons and using ReLU as an activation function. ReLU is a non-linear 

function that has x as the output when the input value x >0 and reaches 0 when x is < or = 0. The formula for ReLU 

activation function is shown below 

∫(𝑥) = max (0, 𝑥)  (13) 

Next, there is a dropout layer implemented with a dropout rate of 0.3 in order to mitigate the issue of overfitting. 

Then the data are sent to the fully connected neuron that has 128 units and the ReLU activation function. As result, 

another dropout layer with dropout rate 0.3 come next. 

Finally, the data is transmitted through the output layer, which contains the various number of units equal to the 

total number of the unique classes in the problem. Softmax actrivation function is used to derive the results into 

probabilities. Another notable point is that the training and learning of the model's weight parameter in various 

deep learning models is being facilitated the utilization of the adaptive moment estimation (Adam) optimizer which 

has been proven to be this function from empirical perspective. Adam provides guru services in fine-tuning weight 

factors, particularly for those who would like to make forecasts that involve turbulence and instability. The model 

initialize the call function, where the shape of the input data by reshaped to be a two-dimensional and get passed 

to the attention layer. Afterwards, the data is reshaped to be flattened into the fully Connected Layers with dropout 

layers. To complete the procedure, we then pass the data through the output layer to obtain the required results. 

The Self-Attention Structure consist:  

Step1: Prepare the inputs and the Q, K, V matrices 

Inputs: The basic inputs  

q: The query matrix representing the attention query. 

k: The key matrix representing the keys for computing attention. 

v: The value matrix representing the value for attention computation.  

Step 2: Assign values to the matrices' weights. The attention weights (attention weights) in the build () method are 

generated using the add weight () function and initialized with random normal. The trainable attribute is assigned 

a value of True in order to guarantee that the attention weights are modified during the training process.  

Step 3: Implement scaling when the use scale parameter is set to True, the Q, K, and V matrices are multiplied by 

the attention weights in order to generate scaled values.  

Step 4: Compute attentiveness scores the attention scores are computed by performing matrix multiplication 

between the query matrix (Q) and the inputs, utilizing the transpose of the matrix (transpose=True). The matmul 

() function is utilized for the purpose of executing matrix multiplication.        
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Step 5: Implement the softmax function. The softmax () function is used to convert the attention scores into a 

single attention weight. This weight represents the importance of distinct positions collected by different queries, 

and the total of the weight values is equal to 1.  

 

Step 6: Compute the ultimate attention representation the value matrix (V) is multiplied by the attention scores 

(attention scores), and the resulting product is used to determine the weighted sum of the values, which gives us 

the final attention representation.  

 

Step 7: Retrieve the ultimate attention representation and provide it as output. 

4.7. Evaluating model 

Accurate assessment of data mining techniques requires the use of test data that has not been previously seen 

during the training phase. In Cross Validation (CV), the SM dataset is divided into two sections in each fold. 80% 

of the data is allocated as the training set, whereas 20% of the training data is selected as the validation set. In 

order to assess the efficacy of the model.  applied on three distinct sector businesses, including Tesla, NASDAQ, 

and S&P500, utilizing the Attention model, we utilize significant machine learning and deep learning algorithms 

to assess their performance using evaluation metrics such as: [13][33][34] [11]  

 Accuracy=
TP+TN

TP+TN+FP+FN
(%)      (14) 

Where TP and FP are quantify the true-positive rate and false-positive rate of the algorithm, respectively 

Where FN denotes the false-positive rate of the algorithm.  

 F1-measure is calculated as: 

                    F1=
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                (15) 

 Mean Squared Error (MSE) The quality of a predictor is assessed using a measure that is always non-negative, 

with numbers closer to zero indicating greater performance. The Mean Squared Error (MSE) is a statistical 

measure that quantifies the dispersion of predictions from a prediction model. It takes into account both the 

variance of the forecasts, which indicates how much the predictions differ from one data sample to another, 

and the bias, which measures the average deviation of the projected values from the observed values. The 

formula is presented in Equation [27] [35]. 

 

             𝑀𝑆𝐸 =
∑(𝒙𝒊−𝒙𝒃𝒊)𝟐

𝒏
             (16) 

Where   (xbi) is estimated values, (xi) is ture values [6][36].           

 

 Root mean square error (RMSE), is a statistical measure that calculates the average of the squared differences 

between anticipated values (ybi) and actual values (yi) [37] [6]. 

           RMSE=√
∑ (𝑦𝑖−𝑦𝑏𝑖)2𝑛

𝑖

𝑛
                      (17) 

 MAPE: is calculated as the average of the relative errors (APE) for the n observation days. The Mean Absolute 

Percentage Error (MAPE) is computed using the following equation: 

               MAPE=
∑ |

(𝑦𝑖−𝑦𝑏𝑖)

𝑦𝑖
|𝑛

𝑖

𝑛
∗ 100           (18) 

Where: MAPE is the Mean Absolute Percentage Error; n is the total number of observations or data points, yi 

represents the actual values, ybi represents the predicted values. 

4.8. Results and discussion 

This study involved conducting an experiment using three datasets of stock indexes: TESLA, NASDAQ, and S&P 

500. The comparison of ATTENTION with other approaches in stock index prediction is presented in Table (2). 

In comparison to the standard neural network model, the ATTENTION model achieves superior performance with 
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a MAPE of 0.004, MSE of 0.004, and RMSE of 0.06. The suggested ATTENTION model consistently achieves 

an accuracy of above 90% on the stock indexes dataset. This demonstrates the effectiveness of our technique in 

analyzing prediction jobs on financial time series. Irrespective of the type of dataset. The experimental findings 

have demonstrated that the proposed model attained a remarkable accuracy of 99% for the Tesla dataset, as shown 

in Figure 6. Furthermore, the model exhibited great performance when applied to the S&P500 and NASDAQ 

datasets, as illustrated in Figures 8 and 9, respectively. 

 

Figure 7. Shows the accuracy datasets using the TESLA datasets 

 

 

Figure 8. The accuracy datasets using the NASDAQ datasets 

 

Figure 8 shows The result are excellent because they show increased accuracy and achieved 98%  during training 

using 400 epochs. 

 

Figure 9. Shows the accuracy datasets using the S&P500 datasets 
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Figure 9 shows the result is excellent because they show increased accuracy and achieved 99%, during training 

using 400 epochs. 

 

Figure 10. The loss for the train and test datasets using the TESLA dataset. 

Figure 10 shows the results are excellent because they show reduced loss to 0.11 during training using 400 epoachs. 

 

 

Figure 11. The loss for the train and test datasets using the NASDAQ dataset 

Figure 11 shows the results are excellent because they show reduced loss to 0.15 during training using 400 epochs. 

 

Figure 12. The loss for the train and test datasets using the S&P500 dataset 

 

Figure 12 shows the results are excellent because they show reduced loss to 0.13 during training using 400 epochs. 
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Table 2: Comparative analysis of previous and proposed study. 

 

Ref 
 

Dataset Method Evaluation metrics 

[1] S&P500 RNN MAPE=2.03 

[9] Tesla Random Forest  Accuracy=91.93,F1=91 

[11] NASDAQ DNA MSE=1472.278 

[16] S&P500 

NASDAQ 

ANN Accuracy=0.56, 

F1=0.68 

Accuracy=0.65, 

F1=0.69 

[17] S&p500 GRU-CNN Accuracy=56.3 

[18] NASDAQ Bagging Accuracy=0.84, 

F1=0.87 

[19] Tesla Linear 

Regression 

RMSE=44.6, 

MSE=1989.1 ,R2=0.85 

[20] S&p500 

NASDAQ 

LSTM MAPE for 

S&P500=0.75 

MAPE for 

NASDAQ=0.84 

[21] S&P500 CNN MSE=50 

 

 

[22] 

 

NASDAQ 

 

 

S&P500 

 

 

 

MBNN 

RMSE for s&p500 

=34.86 

RMSE for 

NASDAQ=26.93 

MAPE for s&p500 

=64.2600 

MAPE for 

NASDAQ=56.19 

[23] Tesla ANN Accuracy=0.94 

 

 

 

 

 

 

Proposed 

result 

 

 

Tsla 

 

 

 

NASDAQ 

 

 

 

 

 

 

 

S&P500 

 

 

 

 

 

 

Attention 

 

Accuracy=0.99  

F1=0.99, R2=0.99 

MSE=0.004 

MAPE=0.004 

RMSE=0.06 

 

Accuracy=0.98 

,F1=0.98  R2=0.98, 

MSE=0.01 

MAPE=0.01, 

RMSE=0.1 

 

 

Accuracy=0.99  

F1=0.98, R2=0.98, 

MSE=0.01       

MAPE=0.01 

RMSE=0.1 

 

 

5.     Conclusion 

A new technique for predicting stock market trends has been proposed. Furthermore, a novel stock market 

prediction model has been presented, which utilizes the ATTENTION MECHANISM approach. We employ an 

attention technique to identify the most influential variable in stock price changes and assign them the highest 

weight. The experimental results demonstrate that the suggested forecasting model outperforms other models in 

terms of prediction accuracy. The Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), and 
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Root Mean Squared Error (RMSE) provided by the prediction model reduce as the duration of the training period 

grows. Consequently, the suggested forecasting model presents a novel and promising approach for predicting 

stock market trends. In the future, utilizing the proposed prediction strategy, it will be possible to develop a novel 

selection method for identifying the most lucrative stocks with the least amount of risk. Moreover, the presented 

work can be used to create a sophisticated automated system that acts as an intelligent agent in stock markets. This 

system aims to maximize profits while minimizing risks by providing recommendations on when to buy and sell 

the most promising stocks .Academics and business professionals from large corporations are currently engaged 

in ongoing efforts to discover additional indicators and models that can reliably predict the state of the economic 

market. In the foreseeable future, it is possible to hypothesize that machine learning techniques, such as learning 

and mastering the market, will lead to a promising future. 
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