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Abstract
The main interest in statistical analysis is to generate a series of random variables that follow the probability distribution in which the system under study operates. In almost all simulation tests, we need to generate random variables that follow a distribution, a distribution that adequately describes and represents the physical process involved in the experiment at That point. During the experiment, it may be necessary to simulate a real and perform the process of generating a random variable from a distribution many times depending on the complexity of the model to be simulated in order to obtain more accurate simulation results. In previous research, we presented a neutrosophical study of the process of generating random numbers and some techniques that can be used to convert these random numbers into variables. Randomness follows the probability distributions according to which the system to be simulated operates. These techniques were specific to probability distributions defined by a probability density function that is easy to deal with in terms of finding the cumulative distribution function and the inverse function of the cumulative distribution function or by calculating the values of this function at a certain value, and in reality, we encounter Many systems operate according to these distributions, which requires techniques other than the techniques presented. Therefore, in this research we will present a neutrosophical study of the approximation technique for generating random variables that follow probability distributions known as a complex probability density function. We will apply this study to find random variables that follow the distribution. Standard natural
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1. Introduction:
In light of the great development witnessed by our contemporary world, the complexity of systems, and the large material and non-material losses that can result from operating any system without prior study, there must be a scientific method that enables us to know the results that we can obtain when operating systems and helps us reduce these losses. The simulation process was the modern tool through which we could predict the results that we could obtain through the operation of these systems over time. It became the modern-day tool that helps us study many systems that could not have been studied or predict the results that we could obtain. Through the operation of these systems over time, the simulation process depends on generating a series of random numbers subject to a regular probability distribution over the field [0, 1], then converting these random numbers into random variables that follow the probability distribution in which the system to be simulated operates. Since the process Simulation depends on the data that is collected and is subject to change and is not fixed over the length of time during which the system operates. Therefore, we must prepare a study that takes into account all the conditions and changes that the operating environment of the system to be simulated may undergo. In other words, a study based on the concepts of neutrosophic logic. Logic, which studies ideas and concepts that are neither true nor false, but in between, which means (neutrality, indeterminacy, ambiguity, contradiction, etc.), is expressed in three dimensions: truth T, neutrality I, and error F, each of which has degrees. This new vision of concepts has prompted many researchers and scholars to reformulate many scientific concepts according to the concepts of this logic [1-12]. As a complementary study to these studies and given the importance of the science of operations research, we have presented and reformulated many methods of operations research using the concepts of this logic [12-15], in order to obtain more accurate simulation results, we presented a neutrosophical study of the process of generating random numbers and some techniques that can be used to transform these random numbers into random variables that follow the probability distributions according to which the system to be simulated operates [16-23], and these
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techniques were special. With probability distributions known as a probability density function, it is easy to deal with in terms of finding the cumulative distribution function and its inverse function. Also, calculating the value of this function at a certain value is easy. It should be noted here that there are many systems that operate according to probability distributions known as a complex probability density function that requires the process of generating random variables depends on special techniques. In this research, we present a neutrosophical study of the approximation technique for generating random variables that follow probability distributions defined by a complex probability density function. As an example, we will apply this technique to generate random variables that follow the standard normal distribution.

2. Discussion:

The process of neutrosophic simulation depends on generating a series of random numbers that follow a uniform distribution over the field [0,1], then converting these random numbers into neutrosophic random numbers using the information contained in the research [16], to generate random variables that follow the probability distribution according to which the system operates. What is to be simulated? If the probability density function of the distribution is easy, we use the appropriate method from among the methods presented in research [16-23]. It should be noted here that there are many systems that operate according to probability distributions defined by a complex probability density function that requires the process of generating random variables. Tracing it to special techniques, we present in this research a neutrosophical study of the approximation technique for generating random variables that follow probability distributions defined by a complex probability density function,

2.1. The basic idea of approximation techniques: [24,25]

Approximation techniques are related to the inverse transformation technique, and are used when the probability distribution is known as a complex probability density function. In approximation methods, we approximate one of three different quantities:

- Follow the probability density of the distribution to be simulated.
- Follow the cumulative distribution of the distribution to be simulated.
- The inverse transformation of the cumulative distribution function of the distribution to be simulated.

Approximation methods are used when the cumulative distribution function cannot be obtained from the given probability density function, or when it is impossible to obtain the opposite transformation even if $F(x)$ exists. When this is true, an approximation must be made to the probability density function to facilitate the derivation of the function. Cumulative distribution, or an approximation must be made to $F(x)$ directly. Once the cumulative distribution function of the approximated probability density function is obtained, the inverse transformation can be applied and the required random variables can be generated.

2.2. In the classic study, this technique was applied to generate random variables that follow the standard normal distribution, and the following relationship was obtained:

$$z = \frac{1}{k} \ln \left[ \frac{1 + R_1}{1 - R_1} \right] \quad (1)$$

To generate random variables that follow the general normal distribution $N(\mu, \sigma^2)$, we use the following transformation:

$$x = \sigma z + \mu \Rightarrow z = \frac{x - \mu}{\sigma}$$

Substituting into relationship (1) we get the following relation:

$$\Rightarrow x = \frac{\sigma}{k} \ln \left[ \frac{1 + R_1}{1 - R_1} \right] + \mu \quad (2)$$

Example 1:

Using the approximation technique, find a random variable that follows a normal distribution defined by the parameters $\mu = 15$ and $\sigma = 2$.

the solution:

Using the mean square method, we generate a random number that follows a uniform distribution in the range [0,1].

The mean square method is given by the following relation:
\[ R_{i+1} = \text{Mid}[R_i^2] ; i = 0,1,2,3,\ldots \quad (3) \]

Where Mid symbolizes the middle four ranks of \( R_i^2 \), and \( R_i \) is chosen, i.e., a fractional random number consisting of four ranks (called a seed) that does not contain a zero in any of its four ranks, and let \( R_0 = 0.1234 \), we get: \( R_1 = 0.5227 \)

Applying relation (3) we get:

\[ x_1 = \sigma \ln \left( \frac{1 + R_1}{1 - R_1} \right) + \mu = 2. \sqrt{\frac{\pi}{8}} \ln \left( \frac{1 + 0.5227}{1 - 0.5227} \right) + 15 \]

\[ x_1 = 16.4541 \]

2.3. Neutrosophic study to generate random variables that follow the standard normal distribution using the approximation technique:

Based on the study mentioned in references [24, 25] for the quadrature technique for generating random variables that follow the standard normal distribution, and the study mentioned in reference [2] to define neutrosophic probability distributions, the study mentioned in reference [16] for generating neutrosophic random numbers, and the study mentioned in the two references. [17, 18] The neutrosophic study of the inverse transformation method. We can present the following neutrosophic formulation of the approximation technique used to generate random variables that follow the standard normal distribution, and then we use the appropriate transformation to formulate the appropriate relationship to generate random variables that follow the general normal distribution:

To generate random variables that follow the standard normal distribution defined by the following probability density function:

\[ f(z) = \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} \quad -\infty \leq z \leq +\infty \]

- One of the most important approximations of the quantity \( e^{-\frac{z^2}{2}} \) is the Kahn approximation, which is given by the following relation:

\[ e^{-\frac{z^2}{2}} \approx \frac{2e^{-kz}}{(1 + e^{-kz})^2} ; z > 0 \]

in order to

\[ k = \sqrt{\frac{8}{\pi}} \]

- We calculate the standard cumulative distribution function from the following approximate relation:

\[ F(z) = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} \frac{2e^{-kt}}{(1 + e^{-kt})^2} dt = \left[ \frac{2}{1 + e^{-kz}} \right] - 1 \]

- We generate a series of random numbers that follow a uniform distribution over the domain [0,1] and let it be: \([24,25]\)

\( R_1, R_2, \ldots, R_n \)

- We convert these random numbers into neutrosophic random numbers [16] and we get:

\( R_1 N, R_2 N, \ldots, R_n N \)

- We use the inverse transformation [17, 18] as follows:

\[ F(z) = \left[ \frac{2}{1 + e^{-kz}} \right] - 1 = R_{IN} \Rightarrow \frac{2}{1 + e^{-kz}} = 1 + R_{IN} \]

\[ \Rightarrow 1 + e^{-kz} = \frac{2}{1 + R_{IN}} \Rightarrow e^{-kz} = \frac{2}{1 + R_{IN}} - 1 \]
\[ e^{-kz} = \frac{1 + R_{IN}}{1 - R_{IN}} \]

\[ z_{IN} = \frac{1}{k} \ln \left( \frac{1 + R_{IN}}{1 - R_{IN}} \right) \quad (4) \]

When we want to generate neutrosophic random variables that follow the general neutrosophic normal distribution \( N(\mu_N, \sigma_N) \), we use the following transformation:

\[ x_{IN} = \sigma_N z_{IN} + \mu_N \]

We get the following relation:

\[ x_{IN} = \frac{\sigma_N}{k} \ln \left( \frac{1 + R_{IN}}{1 - R_{IN}} \right) + \mu_N \quad (5) \]

- Neutrosophic random variables are obtained according to the following conditions:

**The first case:** Neutrosophic random numbers and probability distribution in the classical form

**The second case:** classical random numbers and the probability distribution is in the neutrosophic form.

**The third case:** neutrosophic random numbers and probability distribution in neutrosophic form.

**Example 2:**
Using the approximation technique, find a random variable that follows the normal distribution defined by the parameters \( \mu_N \in [15,17] \) and \( \sigma_N \in \{2,3,4\} \)

the solution:
From the data, we notice that the probability distribution is in the neutrosophic form, and here we can apply either the second case or the third case.
For this, we follow the following steps:
- Using the mean square method, we generate a random number that follows a uniform distribution in the range \([0,1]\).
- The mean square method is given by the following relation:

\[ R_{i+1} = \text{Mid}(R_i^2); i = 0,1,2,3, \ldots \]

Where \( \text{Mid} \) symbolizes the middle four levels of \( R_i^2 \), and \( R_i \) is chosen, i.e., a fractional random number composed of four places (called a seed) that does not contain a zero in any of its four places, and let \( R_0 = 0.1234 \), we get \( R_1 = 0.5227 \)

- We transform this random number into a neutrosophic random number and here we distinguish three forms of the field \([0,1]\) with a margin of indeterminacy, in the three forms we have \( \varepsilon \in [0,n] \) and \( 0 < n < 1 \)

**The first form:** \([0 + \varepsilon,1]\) indeterminacy at the minimum of the field. We substitute in the relation:

\[ R_{IN} = \frac{R_i - \varepsilon}{1 - \varepsilon} \]

**The second form:** \([0.1 + \varepsilon]\) The indeterminacy at the upper limit of the range, we substitute into the relation:

\[ R_{IN} = \frac{R_i}{1 + \varepsilon} \]

**The third form:** \([0 + \varepsilon,1 + \varepsilon]\) The indeterminacy in the upper and lower limits of the field, we substitute in the relation:

\[ R_{IN} = R_i - \varepsilon \]

We take \( \varepsilon \in [0,0.02] \) then we obtain the appropriate neutrosophic random numbers for each of the three forms as follows:

**From the first form we get the following neutrosophic random number:**

\[ R_{IN} = \frac{R_1 - \varepsilon}{1 - \varepsilon} = \frac{0.5227 - [0,0.02]}{1 - [0,0.02]} = \frac{[0.5027,0.5227]}{[1,0.98]} \in [0.5027,0.5334] \]
From the second figure we get the following two neutrosophic random numbers:

\[ R_{1N} = \frac{R_1}{1 + \epsilon} = \frac{0.5227}{1 + [0,0.02]} = \frac{0.5227}{1.02} \in [0.5125,0.5227] \]

From the third figure we get the following two neutrosophic random numbers:

\[ R_{1N} = R_1 - \epsilon = 0.5227 - [0,0.02] \in [0.5027,0.5227] \]

To generate neutrosophic random variables that follow the normal distribution defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in \{2,3,4\} \), we note that the probability distribution is given in the neutrosophic form, meaning that we obtain random variables that follow it from the second case or from the third case.

According to the second case:
the random numbers are classical and the probability distribution is in the neutrosophic form:

The data of the problem becomes:

That is, \( R_1 = 0.5227 \), and the distribution is defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in \{2,3,4\} \).

Substituting into relation (5) we get:

\[ x_{1N} = \frac{\sigma_N}{\sqrt{\pi}} \ln \frac{1 + R_1}{1 - R_1} + \mu_N \]

\[ x_{1N} = (2,3,4) \cdot \frac{\sigma_N}{\sqrt{\pi}} \ln \frac{1 + 0.5227}{1 - 0.5227} + [15,17] \]

For \( \sigma = 2 \):

\[ x_{1N} = 2 \cdot \frac{\sigma_N}{\sqrt{\pi}} \ln \frac{1.5227}{0.4773} + [15,17] \]

\[ x_{1N} = 2 \cdot \frac{\sigma_N}{\sqrt{\pi}} \ln \frac{1.5227}{0.4773} = 3.1902 \]

\[ \ln (3.1902) = 1.1601 \]

\[ \frac{\sigma_N}{\sqrt{\pi}} = 0.3927 \]

\[ 2 \cdot \frac{\sigma_N}{\sqrt{\pi}} = 0.7854 \]

\[ x_{1N} = 2 \cdot \frac{\sigma_N}{\sqrt{\pi}} \ln \frac{1.5227}{0.4773} + [15,17] \]

\[ x_{1N} = 0.9111 + [15,17] \in [15.9111,17.9111] \]

\[ x_{1N} \in [15.9111,17.9111] \]

For \( \sigma = 3 \):

\[ x_{1N} = 1.1781 + [15,17] \in [16.1781,18.1781] \]

\[ x_{1N} \in [16.1781,18.1781] \]

For \( \sigma = 4 \):

\[ x_{1N} = 1.5708 + [15,17] \in [16.5708,18.5708] \]

\[ x_{1N} \in [16.5708,18.5708] \]

Thus, for any \( R_1 = 0.5227 \), \( \mu_N \in [15,17] \) and \( \sigma_N \in \{2,3,4\} \) then:

\[ x_{1N} \in \{(15.9111,17.9111),(16.1781,18.1781),(16.5708,18.5708)\} \]

We note that we have obtained a set consisting of three elements that are fields, and this means the multiple choices that the random variable that follows the normal distribution can take, which provides us with highly accurate simulation results due to the double indeterminacy that we obtained.

According to the third case, the random numbers are neutrosophic, i.e.:

From the first form we have: \( R_{1N} \in [0.5027, 0.5334] \)
The data of the problem becomes:
Using the neutrosophic random number \( R_{1N} \in [0.5027,0.5334] \) which follows a uniform distribution in the range \([0 + \varepsilon, 1]\) where \( \varepsilon \in [0,0.02] \), find a random variable that follows the normal distribution defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in (2,3,4) \)
We substitute into the following relation:
\[
\begin{align*}
x_{1N} &= \frac{\sigma_N}{R} \ln \left[ \frac{1 + R_1}{1 - R_1} \right] + \mu_N
\end{align*}
\]
We get the neutrosophic random variable:
\[
x_{1N} \in [16.3859,18.4887], [17.0788,19.2329], [17.7718,19.9773]
\]

From the second figure we have: \( R_{1N} \in [0.5125, 0.5227] \)

The data of the problem becomes:
Using the neutrosophic random number \( R_{1N} \in [0.5125,0.5227] \) which follows a uniform distribution in the range \([0,1 + \varepsilon]\) where \( \varepsilon \in [0,0.02] \), find a random variable that follows the normal distribution defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in (2,3,4) \)
In the same way as before, we obtain the neutrosophic random variable:
\[
x_{1N} \in [16.3859,18.4540], [17.0788,19.1809], [17.7718,19.9079]
\]

From the third form we have: \( R_{1N} \in [0.5027, 0.5227] \)

The data of the problem becomes:
Using the neutrosophic random number \( R_{1N} \in [0.5027,0.5227] \) which follows a uniform distribution in the domain \([0 + \varepsilon, 1 + \varepsilon]\) where \( \varepsilon \in [0,0.02] \), find a random variable that follows the normal distribution defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in (2,3,4) \)
In the same way as before, we obtain the neutrosophic random variable:
\[
x_{1N} \in [16.3859,18.4540], [17.0788,19.7334], [17.7718,19.9079]
\]

Comparison between the classical study and the neutrosophic study:

1- In the classical study, example (1), the data are specific values
The random number \( R_1 = 0.5227 \) The normal distribution is defined by the parameters \( \mu = 15 \) and \( \sigma = 2 \).
We obtained a specific value for the required random variable:
\( x_1 = 16.4541 \)

2- In the neutrosophic study:
The second case:
the random number \( R_1 = 0.5227 \). The normal distribution is defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in (2,3,4) \) we obtain a nitrosophic random variable (double indeterminacy):
\[
x_{1N} \in [15.9111,17.9111], [16.1781,18.1781], [16.5708,18.5708]
\]
The third case:
the neutrosophic random number normal distribution defined by \( \mu_N \in [15,17] \) and \( \sigma_N \in (2,3,4) \), according to the three forms of the neutrosophic random number, we obtain a neutrosophic random variable (double indeterminacy) which is:

According to the first figure:
\[
x_{1N} \in [16.3859,18.4887], [17.0788,19.2329], [17.7718,19.9773]
\]
According to the second figure:
\[
x_{1N} \in [16.3859,18.4540], [17.0788,19.1809], [17.7718,19.9079]
\]
According to the third figure:
\[
x_{1N} \in [16.3859,18.4540], [17.0788,19.7334], [17.7718,19.9079]
\]
3. Conclusion and Results:

From the above, we note that to obtain random variables that follow the normal distribution using the approximation technique, we use this technique with respect to the standard normal distribution, and then we use the transformation relationship defined between the normal distribution and the standard normal distribution to obtain the relationship through which we obtain random variables that follow the general normal distribution, and here When we take the data in the studied system as classical values, we get a single value for the random variable, and this value is appropriate and gives appropriate simulation results for working conditions that are completely similar to the conditions in which the data was collected, and any change may cause an unexpected loss. However, when we take the data as neutrosophic values, the random variable belongs the minimum range corresponds to the worst working conditions that the system to be simulated can experience, and the highest range corresponds to the best working conditions that the system to be simulated can experience. Therefore, simulating systems using the concepts of neutrosophic logic provides us with more accurate results than the results provided by the classic study.
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