Improving Shape Transformations for RGB Cameras Using Photometric Stereo
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Abstract

The emergence of low-cost red, green, and blue (RGB) cameras has significantly impacted various computer vision tasks. However, these cameras often produce depth maps with limited object details, noise, and missing information. These limitations can adversely affect the quality of 3D reconstruction and the accuracy of camera trajectory estimation. Additionally, existing depth refinement methods struggle to distinguish shape from complex albedo, leading to visible artifacts in the refined depth maps. In this paper, we address these challenges by proposing two novel methods based on the theory of photometric stereo. The first method, the RGB ratio model, tackles the nonlinearity problem present in previous approaches and provides a closed-form solution. It effectively preserves geometric intricacies and surpasses the performance of state-of-the-art models. The second method, the robust multi-light model, retrieves accurate shape from imperfect depth data without relying on regularization. It outperforms other depth refinement methods both quantitatively and qualitatively. Furthermore, we demonstrate the effectiveness of combining these methods with image super-resolution to obtain high-quality, high-resolution depth maps. Through quantitative and qualitative experiments, we validate the robustness and effectiveness of our techniques in improving shape transformations for RGB cameras.
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1. Introduction

This paper presents novel methods for improving shape transformations for RGB cameras using photometric stereo. While low-cost RGB cameras have become increasingly important in computer vision tasks, the depth maps captured by these cameras often lack intricate object details, contain noise, and have missing information. Existing depth refinement methods struggle to distinguish shape from complex albedo, resulting in visible artifacts in the refined depth maps and affecting the quality of 3D reconstruction. To address these limitations, we propose two innovative methods. The first method, the RGB ratio model, addresses the nonlinearity problem in previous approaches and provides a closed-form solution. It effectively preserves geometric intricacies and surpasses the performance of state-of-the-art models. The second method, the robust multi-light model, retrieves accurate shape from imperfect depth data without relying on regularization. It outperforms other depth refinement methods both quantitatively and qualitatively. Additionally, we combine the proposed methods with image super-resolution, enhancing the resolution of low-resolution images to acquire high-quality, high-resolution depth maps. The
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robustness and effectiveness of our techniques are demonstrated through quantitative and qualitative experiments. These novel methods significantly contribute to the field of shape transformations for RGB cameras and overcome the limitations of previous works. In this paper, with the emergence of affordable RGB cameras, many research areas in modern computer vision, computer graphics, and robotics have been significantly boosted, such as 3D modeling [1] and reconstruction [2, 3], human motion capture [4], and visual SLAM [5,6]. While low-cost commercial RGB sensors provide RGB images along with corresponding depth information, the quality of the depth data often proves unsatisfactory. Figure 1 depicts the task of depth refinement. As illustrated in Fig. 1(b), the depth map exhibits substantial noise and a quantization effect, resulting in missing depth values. Additionally, some fine-grained details of the statue are absent in the rough depth representation. Conversely, Fig. 1(c) showcases the depth with significantly enhanced quality following refinement through our proposed method, which effectively preserves geometric intricacies. Fig. 1(d) demonstrates a notable improvement in the forehead regions, wherein the details of wrinkles and eyes are retrieved from the raw depth data. [7] reported that noisy and imperfect depth measurements can compromise the quality of 3D reconstruction, while the estimation of the camera trajectory may experience severe deviations due to accumulated errors stemming from the imprecise depth data. Although certain methods, such as Nikolas Engelhard's [8], have made efforts to recover such details by combining depth data from multiple views, the achieved detail recovery remains limited. The depicted depths are presented as 3D surfaces to enhance visualization. The enhancements in in-depth detail are evident through our RGB-Fusion Like method, as demonstrated in Fig. 1.

(a) RGB image   (b) Input depth   (c) Our refined depth   (d) Details

Figure 1: Illustrations for the depth-refinement task. The depths are plotted as 3D surfaces for the sake of better visualization. It is obvious to notice the improvement in the depth details using our RGB-Fusion Like method.

Problem Statement
In this paper, our focus is on exploring the refinement of a single-depth map. To enhance the depth information obtained from consumer depth sensors, we delve into intrinsic object details through the integration of RGB images. This involves investigating factors such as the spatial positions of scene illuminations, their corresponding impacts on object shading, and the object's material reflectance. Shape from shading (SFS) deals with recovering shape from gradual shading variations in images, while photometric stereo (PS) is a computer vision technique that estimates object surface normal by observing the object under diverse lighting conditions. These fundamental methods can estimate intrinsic image properties, including layout patterns and geometric details. Consequently, they have been effectively incorporated into numerous state-of-the-art depth enhancement techniques. Shape refinement approaches based on SFS or PS generally utilize the Lambertian reflectance model. However, refining depth using this model entails a nonlinear inverse problem. Previous methods, such as those discussed in [9, 10], directly applied nonlinear optimization algorithms like Levenberg Marquardt or the alternating direction method of multipliers to solve the problem, resulting in runtime challenges. An alternative method [11] employed a fixed-point scheme by utilizing outcomes from previous iterations to mitigate nonlinearity, yet this approach sometimes led to optimization divergence. Moreover, many shading-based depth refinement methods assume either uniform or constant albedo [4], while others impose piecewise smoothness constraints on albedo to tackle this inverse problem. Considering that depth maps from consumer RGB sensors typically lack satisfactory resolution, we leverage higher-resolution RGB images as references and successfully integrate super-resolution into our depth refinement technique. This allows the final refined depth to achieve the same resolution as the high-resolution RGB images, capturing all intricate details. Notably, this introduces a novel shading-based depth super-resolution approach. In this paper, we introduce the RGB ratio model, where red, green, and blue LED lights are positioned in various directions to construct a lighting model for each channel of the color image captured by RGB sensors. This proposed setup and model
effectively address nonlinearity and offer a closed-form solution. The primary contributions of this paper are:

- Proposing a new RGB ratio model to resolve the nonlinearity and achieve accuracy like the state-of-the-art methods.
- Introducing a robust multi-light method that outperforms other depth refinement methods both quantitatively and qualitatively.
- Presenting the image super-resolution with the proposed method and exhibiting the high-quality and high-resolution depth.

2. Related Works

This section in the paper provides an overview of previous studies and research that are relevant to the current study on improving shape transformations for RGB cameras using photometric stereo. The proposed methods in the current study, the RGB ratio model and the robust multi-light model, aim to overcome the limitations of previous approaches. By highlighting the limitations of previous works and showcasing the advancements of the proposed methods, the authors establish the novelty and significance of their research in the field of shape transformations for RGB cameras.

The widely recognized shape from shading (SFS) problem was initially introduced by Christian Kerl in 2013 [12], and a plethora of literature quickly emerged to advance the field. The concept underlying RGB imaging is that, with knowledge of the light source's position, it becomes possible to estimate an object's shape or surface from just a single grayscale image. This inverse problem is inherently ill-posed. From a mathematical standpoint, the luminance of the RGB camera can be decomposed as follows:

\[ I = \rho S \]  \hspace{1cm} (1)

where \( I \) is an intensity image, \( \rho \) is the reflectance (albedo) of the surface, and \( S \) is the shading image. An example of such an image decomposition is shown in Fig. 3. SFS methods assume that the observed object follows Lambert's cosine law [11], based on which Eq. 1 can be reformulated to the Lambertian reflectance model means is the property that defines an ideal "matte" or diffusely reflecting surface. The apparent brightness of a Lambertian surface to an observer is the same regardless of the observer's angle of view:

\[ I = \rho l > n \]  \hspace{1cm} (2)

where we can notice that the shading \( S \) is the inner product of the light direction and the surface normal. Thus, the task of SFS is to retrieve the shape (surface normal) from the shading based on the Lambertian reflectance model. Moreover, many state-of-the-art shape or depth refinement methods use an extension of the Lambertian model called spherical harmonics [13] which can represent the illumination more realistically. The first-order SH model can account for 87.5% of real-world light and consequently means as a result. Grandfather had sustained a broken back while working in the mines. Consequently, he spent the rest of his life in a wheelchair. we applied it throughout the whole paper:

\[ I = \rho (l > n + \phi) \]  \hspace{1cm} (3)

where \( \phi \) is the ambient light parameter. In recent years, there have been many studies focused on depth or shape refinement based on either SFS (use only one single image) or PS (multiple images with different illuminations). We will discuss these two streams respectively in the following sections as shown in Fig. 2.
2.1 SFS Method

Because SFS techniques rely on a single image to estimate depth or shape, they are vulnerable to inherent ambiguities that can constrain their accuracy, such as occlusion ambiguity and texture ambiguity, even when the light source and albedo are specified. While a rough depth map may be provided, the illumination and albedo are unknown, requiring the imposition of regularization terms to obtain a valid solution to the inverse problem. Han et al. [14] introduced an approach that integrates a global lighting model, utilizing the provided color and depth (as depicted in Fig. 3), with a spatially varying local lighting model. This approach facilitates more precise and detailed lighting modeling. To enforce the integrality constraint on smooth surface orientations, they applied a penalty on the curl of local neighbors. However, their method assumes uniform albedo. To accommodate objects with multiple albedo values, they had to employ another intrinsic image decomposition algorithm [7] and employ k-means clustering to group albedo into areas with consistent values. Such a framework is both unrealistic and computationally intensive, rendering it unsuitable for numerous real-world applications.

2.2 PS-Based Method

A PS-based method constitutes another category of shading-based depth refinement. By utilizing multiple images captured from diverse illuminations, these approaches can address the ambiguities inherent to SFS methods and exhibit superior performance in separating albedo and surface normals. Haque et al. [15] introduced a technique for shape reconstruction and depth refinement using an IR camera, eliminating the necessity for an RGB camera.
However, akin to various multi-view photometric reconstruction approaches, they assumed uniform albedo, making them unsuitable for objects with multiple albedo values. In [14], the authors employed a standard photometric stereo approach to decompose input images captured under distinct illuminations. They adopted an iterative reweighted method to approximate the Rank 3 radiometric brightness matrix, subsequently factorizing it into corresponding lighting, albedo, and surface normals. While this method can handle multi-objects, it still requires IR images instead of RGB images. In this scenario, at least one additional infrared light source is invariably necessary, whereas in our approach, a low-cost LED light or even the flashlight on a phone suffices.

3. Methodology

In this paper, two novel methods based on photometric stereo are proposed to improve the quality of depth maps obtained from consumer RGB cameras. The first method, known as the RGB Ratio Model, addresses the nonlinearity problem commonly encountered in depth enhancement methods. It aims to accurately estimate the depth and recover intricate details without introducing artifacts. This approach demonstrates the potential for achieving high-resolution 3D reconstruction from affordable RGB cameras. Many computer vision applications, such as 3D object reconstruction or visual SLAM, require depth information from RGB cameras. However, the outcomes of these applications are often constrained by the subpar quality of depth acquisition using consumer RGB cameras. In this paper, to enhance flawed depth maps, we propose two shape refinement methods based on uncalibrated photometric stereo. Like [16], we initially employed red, green, and blue LEDs for active illuminations, allowing us to treat each channel of the acquired color image as an intensity image illuminated from a distinct direction. An additional method we introduce requires just one white LED. Maintaining a fixed angle of view, we manually moved the LED lights while capturing images. Furthermore, the utilization of shading-based methods for depth map super-resolution is a novel approach. We have effectively adapted our methods for depth super-resolution, yielding superior outcomes.

In more precise terms, we first introduce certain preprocessing techniques to fill missing areas, reduce noise, and mitigate quantization effects in the input depth image. Subsequently, we provide a comprehensive description of a state-of-the-art depth refinement method introduced in [16], which we selected as a foundation for implementation. Following this, we present a method based on an RGB ratio model aimed at eliminating nonlinearity, commonly encountered in contemporary depth enhancement methods. Finally, we introduce another method that bypasses the need for regularization terms. This technique demonstrates the capacity to handle objects with intricate albedos and extend into depth super-resolution. Our robust multi-light approach possesses the ability to capture the shape of synthetic objects with highly complex albedo. In contrast, the one-image state-of-the-art depth enhancement methods perform well for many simple colored objects yet struggle to disentangle intricate albedo from the true object shape, resulting in severe artifacts in the final estimated depth.

3.1 Preprocessing

Due to the hardware limitation, there are usually holes with missing values on the depth images. Moreover, the depth data is often noisy, and consequently, denoising and acquiring a relatively smooth surface is usually required. In these subsections, we describe the depth inpainting and denoising algorithms, respectively, used in our preprocessing component.

a. Depth Inpainting

Image inpainting itself is a very mutual area and has been widely applied as a useful tool for many modern computer vision applications, e.g., restoring the damaged parts of ancient paintings, and removing unwanted texts or objects in photography [14]. Since the idea of image inpainting is to automatically replace the lost or undesired parts of an image with the neighboring information by an interpolation operation, it is sufficient to apply it to fill in the missing areas (see Fig. 4).

b. Depth Denoising

The depth images acquired from low-cost RGB cameras usually contain various types of noise as well as quantization effects. As a standard preprocessing technique, image denoising has been applied to our inpainted input depth map. In line with previously proposed depth refinement methods [14], we employ bilateral filtering [7] as our depth preprocessing smoother. A key advantage of the bilateral filter is its ability to reduce noise while preserving edges in the input image. Like a standard Gaussian smoothing filter, which relies on the difference in image values (depth in our case) between center pixels and neighbors, the bilateral filter additionally incorporates spatial differences to establish the weighting function, as depicted in Fig. 4.
3.2 RGB Fusion Method

RGB-Fusion is a cutting-edge depth recovery method proposed by Jaesik Park et al. [16]. This method is effective for natural scene illumination and can significantly expedite depth map enhancement in comparison to other approaches. In this paper, instead of individually estimating pixel-wise ambient light through a separate energy function, we jointly calculate all four first-order spherical harmonics parameters (3 for point-source light direction and 1 for ambient light) using fast least squares. This modification reduces the number of tuning parameters from 8 to 5, while the resultant outcomes exhibit only negligible differences. Throughout the entire estimation process encompassing light, albedo, and depth, we exclusively utilize information confined within the provided mask, thereby further accelerating the algorithm. This rationale is why we refer to our first method as the "RGB-Fusion" method.

3.3 Proposed Method I: RGB Ratio Model

RGB cameras have found wide application in numerous modern computer vision fields, including 3D reconstruction [1, 2], visual odometry, mapping on quadcopters [17], and visual SLAM algorithms [4, 5]. An RGB camera captures a color image usually represented in the RGB color space, along with a depth map, where each pixel reflects the real-world distance between the camera and the corresponding pixel position. Depending on the depth measurement technologies employed, RGB cameras can be classified into passive and active types. A passive RGB camera typically consists of two RGB cameras with a known translation between them. After capturing an image from each camera, matching features in the two images is performed, followed by triangulation to calculate depth (see Fig. 2). Active technologies emit light into the environment, enabling depth image acquisition even in dark indoor settings. These active methods can further be categorized as Time of Flight (ToF) or structured light approaches. Many active stereo cameras utilize infrared (IR) light projection, but they are limited to indoor environments due to the reliance on sources of infrared light like the sun.

The RGB color model operates on an additive color system, creating a broad color space by blending red, green, and blue with varying intensities. The name of the model comes from the first letters of the words "red," "green," and "blue," which represent the additive primary hues [18, 19]. The RGB color model is extensively employed in electronic systems for image sensing, representation, and display, as well as in traditional photography. This color model is based on a theory predating electronic devices, rooted in how humans perceive color. Color components (like phosphors or dyes) and their reactions to different levels of red, green, and blue can vary among manufacturers and even change over time within the same device. Without color management, the same RGB value may not yield the same color on different devices. Common RGB input devices encompass color televisions, video cameras, image scanners, and digital cameras. Output devices for RGB include conventional and flat-panel televisions, computer and smartphone screens, video projectors, multicolor LED displays, and large screens such as Jumbotrons. However, color printers employ a subtractive approach and often use the CMYK color model, thus diverging from RGB devices [20, 21]. We will demonstrate the robustness of the depth estimation from the
proposed multi-light method for objects with intricate albedo. Subsequently, we will showcase the performance evaluation for specular objects.

Limitations

The RGB ratio model method can estimate the albedo and the depth better than our RGB-Fusion Like method in some cases based on the assumption that the non-linearity optimization problem in the RGB-Fusion has been solved. Nevertheless, to avoid undesirable results, the following points must be taken into consideration:

- Three LED lights must be set up far away from each other, where the albedo refinement may fail if the lights are set too close. This can lead to some inconvenience, such as the requirement of a relatively larger space to set up the system than the RGB-Fusion method.
- The active red, green, and blue LEDs are likely to bring extra specularity. For example, if there is a need to refine the depth of a specular object, the specular reflection will be from not only the natural scene illumination but also RGB lights from 3 directions, which will make the refined results even worse.
- Auto white balance (AWB) has a big impact on the refined results. This is because the success of our method highly relies on the difference between 3 channels in a color image. Also, AWB will mix up the information among the channels, where it is necessary to turn it off. This impedes the generalization of our method, because AWB has been set as a default in many modern inexpensive cameras.

3.4 Proposed Method II: Robust Multi-Light Model

The regularization settings that prioritize discontinuous smoothness exert a significant influence on albedo estimation for both our RGBD-like technique and the RGB ratio model. This approach represents the conventional manner of determining albedo in the majority of existing depth-refinement methods. While whites themselves with substantial pattern variations and minimal dominant color can appear striking, complex-colored and intricately patterned objects pose challenges, and not all these methods prove effective for albedo estimation. The success of the final depth refinement outcome is contingent upon the success of whiteness estimation. Furthermore, as the values of regularization parameters often need to differ for distinct objects, configuring these parameters becomes a time-consuming and laborious task, as depicted in Fig. 5.

Therefore, it is reasonable to propose a novel approach capable of eliminating all regularization terms and accurately estimating intricate albedo, thus avoiding overfitting issues and mitigating ambiguities when applying only the shading term. We have included several color images of a stationary object illuminated from various angles, wherein all these images can be collectively utilized to estimate the object's albedo. As a result, unlike depth refinement using a solitary image, ambiguities stemming from the shading term have been resolved, obviating the need for regularization. Figure 6 demonstrates the robustness of our proposed estimation method.

Figure 5: Illustrations for the obtained color images of a vase from various light directions with a white LED lig. Even the phone flashlight is sufficient for giving various lighting.
Figure 6: Comparisons between our multi-light method and RGB-Fusion for two specular objects. The RGB images in the first column are among 4 various illuminations. The first and third rows correspond to the surface normal, while the second and fourth are the refined depths. We can notice the RGB-Fusion method has strong artifacts on the refined depth in the specular part, while our method can still correctly acquire all the correct details under the specularity.

Due to our utilization of a single white light instead of controlling lighting with red, green, and blue LEDs, the ratio model is inapplicable in this context. We chose to revert to the standard 1st-order SFS method for constructing input color images. Similar to the aforementioned two methods, our proposed algorithm comprises three key components: light estimation, which provides inputs to rendering algorithms and shaders to ensure the natural appearance of shading, shadows, and reflections under diverse conditions; albedo estimation, which quantifies diffuse reflection of solar radiation relative to total solar radiation, measured on a scale from 0 (indicating a black body that absorbs all incident radiation) to 1 (indicating a body that reflects all incident radiation); and depth enhancement, referring to any technique that improves the visual interpretation of an image. We need to iteratively update all three of these components, unlike the RGB ratio model approach, where prior initial estimations of light and albedo are necessary. In contrast, we can assume the albedo to be 1 everywhere initially, and the illuminations can be set to frontal directions at the outset.

The RGB ratio model addresses the nonlinearity problem often encountered in depth enhancement methods. It utilizes red, green, and blue LEDs as active lights and employs iterative depth map refinement using ratio Lambertian models for each channel pair of the input RGB image. This method provides a closed-form solution and aims to improve the accuracy of depth estimation. The robust multi-light model, on the other hand, utilizes multiple images captured with different illumination angles to collectively estimate depth, albedo, and lighting conditions. This method does not rely on regularization terms and is designed to handle objects with complex albedo. It aims to accurately estimate the depth and recover intricate details without introducing artifacts. The proposed methods offer novel approaches to improve the quality of depth maps obtained from consumer RGB
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cameras.

**Limitations**

In this section, we present the limitations that could occur when dealing with specific criteria, to avoid them.

- The scale factor between the RGB and depth image is around 2 for the RGB camera. Consequently, we can enlarge our map twice larger than the original size, which means that the refined depth resolution will be 1280 × 960. Moreover, we assume that the input depth image has been registered well, such that the up-sampled depth is aligned with the large RGB image after simple interpolation.
- After having the estimated light and the color albedo, we can continue refining the depth and hence we need to rearrange the energy function with the depth as the argument.

4. Results

In this section, we present the results of our experiments and provide a detailed analysis of each scenario to demonstrate the effectiveness of our proposed depth refinement methods. The Root Mean Square Error (RMSE) between the ground truth and the estimated depth was adopted to quantify the success of depth clarification. This is in addition to the Mean Angular Error (MAE) between the ground truth and the estimated normal directions. The RMSE reflects the global quality of the refined depth (low frequency), while the MAE assesses the precision of the recovered depth (high frequency). As demonstrated by Table 1, the following observations were made:

- Adding the Laplacian smoothness term in the depth enhancement energy of the RGB-Fusion method makes a huge improvement on the refined results.
- Single-depth image refinement methods (RGB-Fusion and RGB ratio model) have a chance to acquire satisfactory results only when the albedo is simple with several big color patches. However, they will fail and give even worse results than the input depth in terms of RMSE and MAE when the albedo gets complicated. Most of the small details on the albedo of the 'Pattern' and 'Complicate Pattern' cannot be acquired by these methods, which produce the wrong depth estimation with artifacts. A possible reason is that their albedo estimations highly rely on the regularization terms which prefer piecewise smoothness, but this does not meet the condition of most real-world objects.
- It can be effortlessly noticed that our robust multi-light method has a strong ability to handle cases with extremely complicated albedo. Instead of using any regularization terms, our method uses only one shading term to estimate the albedo with extra images illuminated from various light directions. Compared to the albedo estimated by other methods, the albedo from our multi-light method could recover most of the details.

<table>
<thead>
<tr>
<th>Method</th>
<th>Simple RGB</th>
<th>Pattern</th>
<th>Complicated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>Fusion-Like (not smooth)</td>
<td>3.3475</td>
<td>17.5911</td>
<td>3.3459</td>
</tr>
<tr>
<td>RGB ratio model</td>
<td>1.9437</td>
<td>5.0574</td>
<td>2.9116</td>
</tr>
<tr>
<td>Robust multi-light model</td>
<td>2.3125</td>
<td>3.8708</td>
<td>1.5794</td>
</tr>
</tbody>
</table>

4.2 Comparison in Terms of Runtime

We compare the runtime for 4 methods, which are listed in Table 2. It is noticeable that our RGB-Fusion method uses fewer parameters (5 against 8) and less runtime (7s against 21s) than RGB-Fusion [11], while the accuracy of our implementation is quite like the original one. We attribute this to two factors: First, our implementation only considers pixels within the mask, whereas the original implementation processes the entire image. Second, rather than estimating the ambient light for each pixel individually, we simply treat it as a single parameter inside the
first-order spherical harmonics so the ambient light can be obtained along with lighting directions. It has been shown in Fig. 7 that when the number of images increases, the runtime for each iteration has a linear ascent, while two errors decrease and reach a platform. This is reasonable because the details on a certain part of the object can be retrieved when there exists light on it. Therefore, the more various lightings we have, the more details we can obtain. If we consider all possibilities, 10 ~ 20 would be the suitable number for illuminations.

Table 2: The comparison of the runtime between RGB-fusion method, our implementation RGB-fusion like method, the proposed RGB ratio model, and the robust multi-light method in synthetic data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB-Fusion Like</td>
<td>7.75</td>
</tr>
<tr>
<td>Proposed I: RGB Ratio</td>
<td>49.33</td>
</tr>
<tr>
<td>Proposed II: Multi-Light</td>
<td>52.82</td>
</tr>
</tbody>
</table>

Figure 7: Illustrations for the runtime, RMSE, and MAE in various illuminations for the proposed robust multi-light method. 10 ~ 20 is the suitable number for different lighting.

5. Discussion

To explain why our method works effectively with specular objects, we initially assume the presence of 4 input color images. We are aware that the specularity in each image varies due to the shifting active LED light, indicating that the specularity visible in one image is highly likely not to be specular in the other 3 images. Simultaneously, our algorithm utilizes all 4 images for albedo and depth refinement, rather than relying solely on the image with specularity. Consequently, the other three images in the least squares computation aid in rectifying the impact of specularity in that region. Parallel to the analysis conducted in [18], we conduct a comparison using the synthetic dataset of vibrant patterns from the previous section. As evident in Fig. 8, the depth enhancement achieved with our method closely aligns with the ground truth. The outcome obtained from the LDR-PS method appears to resemble the ground truth from the frontal perspective (though it seems darker due to the LDR-PS method's occasional depth estimation inaccuracies). Nevertheless, when the reconstructed map is rotated sideways, it becomes evident that the discontinuity between the head and body has been excessively smoothed, and the pedestal has suffered distortion. This phenomenon is referred to as the "generalized bas-relief ambiguity."
6. Conclusion

The proposed methods for depth refinement based on photometric stereo offer promising solutions to enhance the quality and accuracy of depth maps obtained from consumer RGB cameras. The experimental evaluation confirms the robustness and effectiveness of the proposed methods in enhancing the quality and accuracy of depth maps. These methods have the potential to significantly benefit various computer vision applications, including 3D modeling, reconstruction, and visual SLAM, by providing high-quality depth information from consumer RGB cameras. It is important to note that the specific values obtained in the experimental evaluation may vary depending on the dataset and implementation details. However, the consistent trend of superior performance demonstrated by the proposed methods compared to existing approaches highlights their potential for practical applications in the field of computer vision.

7. Future Work

There are various possible directions for future work on our depth or shape refinement research:

- It has been shown in [22] that the noise level of depth acquisition from low-cost depth sensors grows quadratically concerning the increasing distance. Hence, the refined depth should be theoretically more accurate if every depth pixel is weighted according to the corresponding measurement noise.
- As aforementioned, the depths for complicated objects refined by single image-based methods contain artifacts, since the designed constraints on the albedo are not practical so the estimated depth may be affected by the inaccurate albedo.
- The existing 3D object reconstruction/modeling methods are subject to low-resolution and bad-quality depths. It is promising to integrate them with our shading-based depth super-resolution method, which will potentially improve the reconstruction accuracy.
- As with other methods, one prerequisite of our methods is that the depth image needs to be registered to the RGB image. It is possible to integrate the depth image registration within the refinement framework implicitly such that we can directly acquire depth and color images from the RGB cameras without any other third-party software [23].
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